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The Statistical Education of Teachers

Preface

The Mathematical Education of Teachers (MET) (Conference Board of the Mathematical Sciences [CBMS], 2001) made recommendations regarding the mathematics PreK–12 teachers should know and how they should come to know it. In 2012, CBMS released MET II to update these recommendations in light of changes to the educational climate in the intervening decade, particularly the release of the Common Core State Standards for Mathematics (CCSSM) (NCACBP and CCSSO, 2010). Because of the emphasis on statistics in the Common Core and many states’ guidelines, MET II includes numerous recommendations regarding the preparation of teachers to teach statistics.

This report, The Statistical Education of Teachers (SET), was commissioned by the American Statistical Association (ASA) to clarify MET II’s recommendations, emphasizing features of teachers’ statistical preparation that are distinct from their mathematical preparation. SET calls for collaboration among mathematicians, statisticians, mathematics educators, and statistics educators to prepare teachers to teach the intellectually demanding statistics in the PreK–12 curriculum, and it serves as a resource to aid those efforts.

This report (SET) aims to do the following:

- Clarify MET II’s recommendations for the statistical preparation of teachers at all grade levels: elementary, middle, and high school
- Address the professional development of teachers of statistics
- Highlight differences between statistics and mathematics that have important implications for teaching and learning
- Illustrate the statistical problem-solving process across levels of development
- Make pedagogical recommendations of particular relevance to statistics, including the use of technology and the role of assessment

Chapter 1 describes the motivation for SET in detail, highlighting ways preparing teachers of statistics is different from preparing teachers of mathematics.

Chapter 2 presents six recommendations regarding what statistics teachers need to know and the shared responsibility for the statistical education of teachers. This chapter is directed to those in leadership positions in school districts, colleges and universities, and government agencies whose policies affect the statistical education of teachers.

Chapter 3 describes CCSSM as viewed through a statistical lens.

Chapters 4, 5, and 6 give recommendations for the statistical preparation and professional development of elementary-, middle-, and high-school teachers, respectively. These chapters are intended as a resource for those engaged in teacher preparation or professional development.
Chapter 7 describes various strategies for assessing teachers’ statistical content knowledge.

Chapter 8 provides a brief review of the research literature supporting the recommendations in this report.

Chapter 9 presents an overview of the history of statistics education at the PreK–12 level.

Appendix 1 includes a series of short examples and accompanying discussion that address particular difficulties that may occur while teaching statistics to teachers.

Appendix 2 includes a sample activity handout for the illustrative examples presented in Chapters 4–6 that could be used in professional development courses or a classroom.

**Web Resources**
The ASA provides a variety of outstanding and timely resources for teachers, including recorded web-based seminars, the *Statistics Teacher Network* newsletter, and peer-reviewed lesson plans (STEW). These and other resources are available at www.amstat.org/education.

The National Council of Teachers of Mathematics (NCTM) offers exceptional classroom resources, including lesson plans and interactive web activities. NCTM has created a searchable classroom resources site that can be accessed at www.nctm.org/Classroom-Resources/Browse-All/.

**Audience**
This report is intended as a resource for all involved in the statistical education of teachers, both the initial preparation of prospective teachers and the professional development of practicing teachers. Thus, the three main audiences are:

- **Mathematicians and statisticians.** Faculty members of mathematics and statistics departments at two- and four-year collegiate institutions who teach courses taken by prospective and practicing teachers. They and their departmental colleagues set policies regarding the statistical preparation of teachers.

- **Mathematics educators and statistics educators.** Mathematics education and statistics education faculty members—whether within colleges of education, mathematics departments, statistics departments, or other academic units—are also an important audience for this report. Typically, they are responsible for the pedagogical education of mathematics and statistics teachers (e.g., methods courses, field experiences for prospective teachers). Outside of academe, a variety of people are engaged in professional development for teachers of statistics, including state, regional, and school-district mathematics specialists. The term “mathematics educators” or “statistics educators” includes this audience.

- **Policy makers.** This report is intended to inform educational administrators and policy makers at the national, state, school district, and collegiate levels as they
work to provide PreK–12 students with a strong statistics education for an increasingly data-driven world. Teachers’ preparation to teach statistics is central to this effort and is supported—or hindered—by institutional policies. These include national accreditation requirements, state certifications requirements, and the ways in which these requirements are reflected in teacher preparation programs. State and district supervisors make choices in the provision and funding of professional development. At the school level, scheduling and policy affect the type of learning experiences available to teachers. Thus, policy makers play important roles in the statistical education of teachers.

Terminology
To avoid confusion, the report uses the following terminology:

- **Student** refers to a child or adolescent in a PreK–12 classroom.
- **Teacher** refers to an instructor in a PreK–12 classroom, but also may refer to prospective PreK–12 teachers in a college mathematics course (“prospective teacher” or “pre-service teacher” also is used in the latter case).
- **Instructor** refers to an instructor of prospective or practicing teachers. This term may refer to a mathematician, statistician, mathematics educator, statistics educator, or professional developer. The term **statistics teacher educators** is used to refer to this diverse group of instructors collectively.

Acknowledgements
We thank our colleagues Steven J. Foti, Tim Jacobbe, and Douglas L. Whitaker from the University of Florida for their contributions to SET. They provided insight and expertise that guided the evolution of the document from initial to final draft.

We also thank our colleagues Hollylynne S. Lee, Stephen J. Miller, Roxy Peck, Jamis Perritt, Susan A. Peters, Maxine Pfannkuch, Angela L.E. Walmsley, and Ann E. Watkins for their willingness to serve as reviewers. Their thoughtful comments improved the final document.

Finally, we acknowledge the support of the American Statistical Association Board of Directors and the ASA-NCTM joint committee, as well as the assistance of ASA staff members Ron Wasserstein, Rebecca Nichols, and Valerie Nirala (copyeditor).

References


Chapter 1

Background and Motivation for SET Report

In an increasingly data-driven world, statistical literacy is becoming an essential competency, not only for researchers conducting formal statistical analyses, but for informed citizens making everyday decisions based on data. Whether following media coverage of current events, making financial decisions, or assessing health risks, the ability to process statistical information is critical for navigating modern society. Statistical reasoning skills are also advantageous in the job market, as employment of statisticians is projected to grow 27 percent from 2012 to 2022 (Bureau of Labor Statistics, 2014) and business experts predict a shortage of people with deep analytical skills (Manyika et al., 2011).

In keeping with the objectives of preparing students for college, career, and life, the Common Core State Standards for Mathematics (CCSSM) (NCACBP and CCSSO, 2010) and other state standards place heavy emphasis on statistics and probability, particularly in grades 6–12. However, effective implementation of more rigorous standards depends to a large extent on the teachers who will bring them to life in the classroom. This report offers recommendations for the statistical preparation and professional development of those teachers.

The Guidelines for Assessment and Instruction in Statistics Education (GAISE) Report (Franklin et al., 2007) outlines a framework for statistics education at the PreK–12 level. The GAISE report identifies three developmental levels: Levels A, B, and C, which ideally match with the three grade-level bands—elementary, middle, and high school. However, the report emphasizes that the levels are based on development in statistical thinking, rather than age.

The GAISE report also breaks down the statistical problem-solving process into four components: formulate questions (clarify the problem at hand and formulate questions that can be answered with data), collect data (design and employ a plan to collect appropriate data), analyze data (select and use appropriate graphical and numerical methods to analyze data), and interpret results (interpret the analysis, relating the interpretation to the original questions).

Likewise, the CCSSM and other standards recognize statistics as a coherent body of concepts connected across grade levels and as an investigative process. To effectively teach statistics as envisioned by the GAISE framework and current state standards, it is important that teachers understand how statistical concepts are interconnected and their connections to other areas of mathematics.

Teachers also should recognize the features of statistics that set it apart as a discipline distinct from mathematics, particularly the focus on variability and the role of context. Across all levels and stages of the investigative process, statistics anticipates and
accounts for variability in data. Whereas mathematics answers deterministic questions, statistics provides a coherent set of tools for dealing with “the omnipresence of variability” (Cobb and Moore, 1997)—natural variability in populations, induced variability in experiments, and sampling variability in a statistic, to name a few. The focus on variability distinguishes statistical content from mathematical content. For example, designing studies that control for variability, making use of distributions to describe variability, and drawing inferences about a population based on a sample in light of sampling variability all require content knowledge distinct from mathematics.

In addition to these differences in content, statistical reasoning is distinct from mathematical reasoning, as the former is inextricably linked to context. Reasoning in mathematics leads to discovery of mathematical patterns underlying the context, whereas statistical reasoning is necessarily dependent on data and context and requires integration of concrete and abstract ideas (delMas, 2005).

This dependence on context has important implications for teaching. For example, rote calculation of a correlation coefficient for two lists of numbers does little to develop statistical thinking. In contrast, using the concept of association to explore the link between, for example, unemployment rates and obesity rates integrates data analysis and contextual reasoning to identify a meaningful pattern amid variability.

Because statistics is often taught in mathematics classes at the pre-college level, it is particularly important that teachers be aware of the differences between the two disciplines.

One noteworthy intersection between statistics and mathematics is probability, which plays a critical role in statistical reasoning, but is also worthy of study in its own right as a subfield of mathematics. While teacher preparation should include characterizations of probability as both a tool for statistics and as a component of mathematical modeling, this report focuses on probability primarily in the service of statistics. For example, a single instance of random sampling or random assignment is unpredictable, but probability provides ways to describe patterns in outcomes that emerge in the long run.

For teachers to understand statistical procedures like confidence intervals and significance tests, they must understand foundational probabilistic concepts that provide ways to quantify uncertainty. Thus, the SET report describes development of probabilistic concepts through simulation or the use of theoretical distributions, such as the Normal distribution. On the other hand, topics further removed from statistical practice—such as specialized distributions and axiomatic approaches to probability—are not detailed in this report.

It should be noted that current research is examining the effects of integrating more probability modeling into the school mathematics curriculum beginning at the middle grades. Through the use of dynamic statistical software, the research is investigating the development of students’ understanding of connections between data and chance (Konold
and Kazak, 2008). This report strongly recommends that teacher preparation programs include probability modeling as a component of their mathematics education.

Because of the emphasis on statistical content in the CCSSM and other state standards, teachers of mathematics face high expectations for teaching statistics. Thus, the statistical education of teachers is critical and should be considered a priority for mathematicians and statisticians, mathematics and statistics educators, and those in leadership positions whose policies affect the preparation of teachers. The dramatic increase in statistical content at the pre-college level demands a coordinated effort to improve the preparation of pre-service teachers and to provide professional development for teachers trained before the implementation of the new standards.

The SET report reiterates MET II’s recommendation that statistics courses for teachers should be different from the theoretically oriented courses aimed toward science, technology, engineering, and mathematics majors and from the noncalculus-based introductory statistics courses taught at many universities. Whereas those courses often focus on mathematical proofs or a large number of specific statistical techniques, the courses SET recommends emphasize statistical thinking and the statistical content knowledge and pedagogical content knowledge necessary to teach statistics as outlined in the GAISE report and various state standards.

Effective teacher preparation must provide teachers not only with the statistical and mathematical knowledge sufficient for the content they are expected to teach, but also an understanding of foundational topics that come before and advanced topics that will follow. For example, grade 8 teachers are better equipped to guide students investigating patterns of association in bivariate data\(^1\) if they also understand the random selection process intended to produce a representative sample (taught in grade 7)\(^2\) and the types of inferences that can be drawn from an observational study (taught in high school)\(^3\). Note that although the linear equations often used to model an association in bivariate data would be familiar to anyone with a mathematics background, the process of statistical investigation requires content knowledge separate from mathematics content.

In addition to statistical content knowledge, teachers need opportunities to develop pedagogical content knowledge (Shulman, 1986). For example, effective teaching of statistics requires knowledge about common student conceptions and thinking patterns, content-specific teaching strategies, and appropriate use of curricula. Teachers should have the pedagogical knowledge necessary to assess students’ levels of understanding and plan next steps in the development of their statistical thinking.

The SET report also highlights pedagogical recommendations of particular relevance to statistics, such as those related to technology and assessment. These recommendations apply to courses for pre-service teachers and professional development for practicing teachers, as well as to the elementary-, middle-, and high-school courses they teach.

---

\(^1\) Refer to CCSS 8.SP.1 – 8.SP.4
\(^2\) Refer to CCSS 7.SP.1
\(^3\) Refer to CCSS S-IC.1 and S-IC.3
Ideally, the statistical education of teachers should model effective pedagogy by emphasizing statistical thinking and conceptual understanding, relying on active learning and exploration of real data, and making effective use of technology and assessment.

*SET* echoes the recommendation in the *GAISE College Report* (ASA, 2005) that technology should be used for developing concepts and analyzing data. An abstract concept such as the Central Limit Theorem can be developed (and visualized) through computer simulations instead of through mathematical proof. Calculations of \( p \)-values can be automated to allow more time to interpret the \( p \)-value and carefully consider the inferences that can be drawn based on its value. The two goals of using technology for developing concepts and analyzing data may be achieved with a single software package or with a number of complementary tools (e.g., applets, graphing calculators, statistical packages, etc.). *SET* does not endorse any particular technological tools, but instead prescribes what teachers should be able to do with those tools.

Many aspects of the statistical education of teachers directly or indirectly hinge on assessment. Assessment not only measures teachers’ understanding of key concepts, but also directs their focus and efforts. For example, *SET* recommends emphasis on conceptual understanding, but if tests only assess calculations, teachers will naturally emphasize the mechanics instead of the underlying concepts. Thus, it is critical that teachers be assessed and, in turn, assess their students on conceptual and not merely procedural understanding. Further, assessment should emphasize the statistical problem-solving process, requiring teachers to clearly communicate statistical ideas and consider the role of variability and context at each stage of the process. The assessments of statistical understanding used by teacher educators are particularly important, as they are likely to influence how teachers assess their own students.

At every grade level—elementary, middle, and high school—the statistical education of teachers presents a different set of challenges and opportunities. Ideally, development of statistical literacy in students should begin at the elementary-school level (Franklin and Mewborn, 2006), with teachers prepared beyond the level of statistical knowledge expected of their students. In particular, elementary teachers should understand how foundational statistical concepts connect to content developed in later grades and other subjects across the curriculum. Elementary teachers should receive statistics instruction in a manner that models effective pedagogy and emphasizes the statistical problem-solving process.

Both *MET I* and *MET II* indicate middle-grade teachers should not receive the same type of mathematical preparation as elementary generalists. Students are expected to begin thinking statistically at grade 6, and topics introduced in the middle grades include data collection design, exploration of data, informal inference, and association. Given the plethora of statistical topics at the middle-school level under the *CCSSM* and other state standards, middle-school teachers should take courses that explore the statistical concepts in the middle-school curriculum at a greater depth, develop pedagogical content knowledge necessary to teach those concepts, and expose themselves to statistical applications beyond those required of their students.
High-school mathematics teachers typically major in mathematics, but the theoretical statistics courses often taken by mathematics majors do not sufficiently prepare them for the statistics topics they will teach. In many universities, teachers only take a proof-driven mathematical statistics course, while courses in data analysis may not count toward their major. High-school teachers should take courses that develop data-driven statistical reasoning and include experiences with statistical modeling in addition to those that develop knowledge of statistical theory.

The recommendations included in this report concern not only the quantity of preparation needed by teachers of statistics, but also the content and quality of that preparation. It is the responsibility of mathematicians, statisticians, mathematics educators, statistics educators, professional developers, and administrators to provide teachers with courses and professional development that cultivate their statistical understanding, as well as the pedagogical knowledge to develop statistical literacy in the next generation of learners.
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Chapter 2

Recommendations

This chapter offers six broad recommendations for the preparation of teachers of statistics. These recommendations are intended to provide educational leaders with support to initiate any needed changes in teacher education or professional development programs to support teachers in learning to teach statistics effectively. The recommendations speak to the content teachers need to know, the ways in which they should learn it, and who should be assisting them in developing this knowledge. In particular, Recommendations 5 and 6 elaborate on the shared responsibility for the preparation of teachers of statistics. For elementary-school and middle-school teachers, statistics is often embedded in mathematics courses; thus, statisticians, mathematicians, and mathematics educators share responsibility for ensuring that all teachers are prepared to teach high-quality statistics content with appropriate instructional methods to the next generation of students.

The recommendations for teacher preparation in this document are intended to apply to teachers prepared via any pathway for teacher preparation and credentialing—including undergraduate, post-baccalaureate, graduate, traditional, and alternative—whether university-based or not. As used here, the term “teacher of statistics” includes any teacher involved in the statistical education of PreK–12 students, including early childhood and elementary school generalist teachers; middle-school teachers; high-school teachers; and teachers of special needs students, English Language Learners, and other special groups, when those teachers have responsibility for supporting students’ learning of statistics.

These recommendations apply only to the statistics content teachers need to know, but the recommendations assume teachers, both pre-service and in-service, will have the opportunity to learn about pedagogy as it relates to teaching statistics in other courses or venues.

While we advocate that those who teach teachers should model the type of pedagogy we want them to use with students, simply modeling pedagogy is not sufficient for teachers to develop the skills and commitments needed to teach in ways that help students learn statistical content with meaning and understanding. Thus, it is important that the content recommendations made in this document be paired with appropriate pedagogical learning.

General Recommendations

The following recommendations draw heavily on those provided in Mathematical Education of Teachers II (CBMS, 2012). This report includes six recommendations for the statistical preparation of PreK–12 teachers, presented as follows:

- Recommendations 1, 2, 3, and 4 deal with the ways PreK–12 teachers should learn
• Recommendation 5 addresses the shared responsibility of statistics teacher educators in preparing statistically proficient teachers
• Recommendation 6 provides details about the statistics content preparation needed by teachers at elementary-school, middle-school, and high-school levels.

Statistics for Teachers

Recommendation 1. Prospective teachers need to learn statistics in ways that enable them to develop a deep conceptual understanding of the statistics they will teach. The statistical content knowledge needed by teachers at all levels is substantial, yet quite different from that typically addressed in most college-level introductory statistics courses. Prospective teachers need to understand the statistical investigative process and particular statistical techniques/methods so they can help diverse groups of students understand this process as a coherent, reasoned activity. Teachers of statistics must also be able to communicate an appreciation of the usefulness and power of statistical thinking. Thus, coursework for prospective teachers should allow them to examine the statistics they will teach in depth and from a teacher’s perspective.

Recommendation 2. Prospective teachers should engage in the statistical problem-solving process—formulate statistical questions, collect data, analyze data, and interpret results—regularly in their courses. They should be engaged in reasoning, explaining, and making sense of statistical studies that model this process. Although the quality of statistical preparation is more important than the quantity, Recommendations 3, 4, and 5 discuss the content teachers are expected to teach. Detailed recommendations for the amount and nature of their coursework for the various grade bands are discussed in Chapters 4, 5, and 6 of this report.

Recommendation 3. Because many currently practicing teachers did not have an opportunity to learn statistics during their pre-service preparation programs, robust professional development opportunities need to be developed for advancing in-service teachers’ understanding of statistics. In-service professional development programs should be built on the same principles as those noted in Recommendations 1 and 2 for pre-service programs, with teachers actively engaged in the statistical problem-solving process. Regardless of the format of the professional development (university-based, district-based), it is important that statisticians with an interest in K–16 statistical education be involved in designing and, where possible, delivering the professional development.

Recommendation 4. All courses and professional development experiences for statistics teachers should allow them to develop the habits of mind of a statistical thinker and problem-solver, such as reasoning, explaining, modeling, seeing structure, and generalizing. The instructional style for these courses should be interactive, responsive to student thinking, and problem-centered. Teachers should develop not only knowledge of statistics content, but also the ability to work in ways characteristic of the discipline. Chapter 3 elaborates on the Standards of Mathematical Practice as they apply to statistics.
Roles for Teacher Educators in Statistics

Recommendation 5. At institutions that prepare teachers or offer professional development, statistics teacher education must be recognized as an important part of a department’s mission and should be undertaken in collaboration with faculty from statistics education, mathematics education, statistics, and mathematics. Departments need to encourage and reward faculty for participating in the preparation and professional development of teachers and becoming involved with PreK–12 mathematics education. Departments also need to devote commensurate resources to designing and staffing courses for prospective and practicing teachers. Statistics courses for teachers must be a department priority. Instructors for such courses should be carefully selected for their statistical expertise as well as their pedagogical expertise, and they should have opportunities to participate in regional and national professional development opportunities for statistics educators as needed.  

Recommendation 6. Statisticians should recognize the need for improving statistics teaching at all levels. Mathematics education, including the statistical education of teachers, can be greatly strengthened by the growth of a statistics education community that includes statisticians as one of many constituencies committed to working together to improve statistics instruction at all levels and to raise professional standards in teaching. It is important to encourage partnerships between statistics faculty, statistics education faculty, mathematics education faculty, and mathematics faculty; between faculty in two- and four-year institutions; and between statistics faculty and school mathematics teachers, as well as state, regional, and school-district leaders.

In particular, as part of the mathematics education community, statistics teacher educators should support the professionalism of teachers of statistics by doing the following:

- Endeavoring to ensure that K–12 teachers of statistics have sufficient knowledge and skills for teaching statistics at the level of certification upon receiving initial certification
- Encouraging all who teach statistics to strive for continual improvement in their teaching
- Joining with teachers at different levels to learn with and from each other

There are many initiatives, communities, and professional organizations focused on aspects of building professionalism in the teaching of mathematics and statistics. More explicit efforts are needed to bridge current communities in ways that build upon mutual respect and the recognition that these initiatives provide opportunities for professional growth for higher education faculty in mathematics, statistics, and education, as well as

---

4 Statisticians work in departments of various configurations, ranging from stand-alone statistics departments to departments of mathematical sciences that include mathematics, statistics, and computer science. For ease of language, we use the term departments generically here to mean any department in which statisticians reside.
for the mathematics teachers, coaches, and supervisors in the PreK–12 community. Becoming part of a community that connects all levels of mathematics education will offer statisticians more opportunities to participate in setting standards for accreditation of teacher preparation programs and teacher certification via standard and alternative pathways.

**Specific Recommendations**

The paragraphs that follow provide an overview of the specific recommendations for the statistical education of teachers at various levels. These recommendations are elaborated in Chapters 4 (elementary), 5 (middle school), and 6 (high school).

**Elementary School**

Prospective elementary school teachers should be provided with coursework on fundamental ideas of elementary statistics, their early childhood precursors, and middle school successors. The coursework could take three formats:

1. A special section of an introductory statistics course geared specifically to the content and instructional strategies noted above. This course can be designed to include all levels of teacher preparation students.

2. An entire course in statistical content for elementary-school teachers.

3. More time and attention given to statistics in existing mathematics content courses. Most likely, one course would be reconfigured to place substantial emphasis on statistics, but this would also likely result in reconfiguring the content of all courses in the sequence to make the time for the statistics content.

There is a great deal of mathematics and statistics content that is important for elementary-school teachers to know, so decisions about what to cut to make more room for statistics will be difficult. Thus, *MET II* advocates increasing the number of credit hours of instruction for elementary-school teachers to 12 credit hours. Note that these hours are all content-focused; pedagogy courses are in addition to these 12 hours.

**Middle School**

Prospective middle school grades teachers of statistics should complete two courses:

1. An introductory course that emphasizes a modern data-analytic approach to statistical thinking, a simulation-based introduction to inference using appropriate technologies, and an introduction to formal inference (confidence intervals and tests of significance). This first course develops teachers’ statistical content knowledge in an experiential, active learning environment that focuses on the problem-solving process and makes clear connections between statistical reasoning and notions of probability.

2. A second course that focuses on strengthening teachers’ conceptual understandings of the big ideas from *Essential Understandings* and the statistical
content of the middle-school curriculum. This course is also intended to develop teachers’ pedagogical content knowledge by providing strategies for teaching statistical concepts, integrating appropriate technology into their instruction, making connections across the curriculum, and assessing statistical understanding in middle-school students.

High School
Prospective high-school teachers of mathematics should complete three courses:

1. An introductory course that emphasizes a modern data-analytic approach to statistical thinking, a simulation-based introduction to inference using appropriate technologies, and an introduction to formal inference (confidence intervals and tests of significance)

2. A second course in statistical methods that builds on the first course and includes both randomization and classical procedures for comparing two parameters based on both independent and dependent samples (small and large), the basic principles of the design and analysis of sample surveys and experiments, inference in the simple linear regression model, and tests of independence/homogeneity for categorical data

3. A statistical modeling course based on multiple regression techniques, including both categorical and numerical explanatory variables, exponential and power models (through data transformations), models for analyzing designed experiments, and logistic regression models

Each course should include use of statistical software, provide multiple experiences for analyzing real data, and emphasize the communication of statistical results.

These courses should use the GAISE framework model and engage teachers in the statistical problem-solving process including study design. These courses are different from the more theoretically oriented probability and statistics courses typically taken by science, technology, engineering, and mathematics (STEM) majors. Note that while some aspects of probability are fundamental to statistics, a classical probability course—while useful—does not satisfy the recommendations offered here. As discussed in Chapter 1, we recommend the fundamental notions of probability be developed as needed in the service of acquiring statistical reasoning skills.

Reference
Chapter 3

Mathematical Practices Through a Statistical Lens

The upcoming chapters in this report provide recommendations for the statistics that elementary-, middle-, and high-school teachers should know and how they should come to know it. However, the report also recognizes that knowledge of statistical content is supported by the processes and practices through which teachers and their students acquire and apply statistical knowledge.

The importance of processes and proficiencies that complement content knowledge are well recognized in mathematics education. In *Principles and Standards for School Mathematics (PSSM)* (2000), the National Council for Teachers of Mathematics (NCTM) presents five process standards that highlight ways of acquiring and using content knowledge: problem-solving, reasoning and proof, communication, connections, and representations. In *Adding It Up* (2001), the National Research Council (NRC) breaks down mathematical proficiency into five interrelated strands: conceptual understanding, procedural fluency, strategic competence, adaptive reasoning, and productive disposition. The *Common Core State Standards for Mathematics (CCSSM)* (2010) builds on the processes and proficiencies outlined by NCTM and NRC in its eight Standards for Mathematical Practice. *CCSSM* describes the connection of practice standards to mathematical content as follows:

The Standards for Mathematical Practice describe ways in which developing student practitioners of the discipline of mathematics increasingly ought to engage with the subject matter as they grow in mathematical maturity and expertise throughout the elementary-, middle-, and high-school years. Designers of curricula, assessments, and professional development should all attend to the need to connect the mathematical practices to mathematical content in mathematics instruction.

The Standards for Mathematical Content are a balanced combination of procedure and conceptual understanding. Expectations that begin with the word “understand” are often especially good opportunities for connecting the practices to the content. Students who lack understanding of a topic may rely on procedures too heavily. Without a flexible base from which to work, they may be less likely to consider analogous problems, represent problems coherently, justify conclusions, apply the mathematics to practical situations, use technology mindfully to work with the mathematics, explain the mathematics accurately to other students, step back for an overview, or deviate from a known procedure to find a shortcut. In short, a lack of understanding effectively prevents a student from engaging in the mathematical practices (NCACBP and CCSSO, 2010, p. 8).

The statistical education of teachers should be informed by the Standards for Mathematical Practice as seen through a statistical lens. This chapter interprets the eight
practice standards presented in the CCSSM in terms of the practices necessary to acquire and apply statistics knowledge. The perspective of a “statistical lens” is established through several sources, including the following:

- The PreK–12 GAISE Curriculum Framework (Franklin et al., 2007)
- Developing Essential Understanding of Statistics Grades 6–8 (Kader and Jacobbe, 2013)
- The Challenge of Developing Statistical Literacy, Reasoning, and Thinking (Ben-Zvi and Garfield, 2004)
- Statistical Thinking in Empirical Enquiry (Wild and Pfannkuch, 1999)

The mathematicians, statisticians, and educators involved in the statistical preparation of teachers should strive to connect the mathematical practices through a statistical lens to statistical content in the instruction of teachers so teachers may, in turn, foster these practices in their students. In the descriptions that follow, we use the term “students” to parallel the Standards for Mathematical Practice in the Common Core State Standards; but, as with mathematics, the statistical practices also apply to teachers when they are learning the content.

1. Make sense of problems and persevere in solving them. Statistically proficient students understand how to carry out the four steps of the statistical problem-solving process: formulating a statistical question, designing a plan for collecting data and carrying out that plan, analyzing the data, and interpreting the results. In practice, the components of this process are interrelated, so students must continually ask themselves how each component relates to the others and the research topic under study:

   • Can the question be answered with data? Will answering the statistical question provide insight into the research topic under investigation?
   • Will the data collection plan measure a variable(s) that provides appropriate data to address the statistical question? Does the plan provide data that allow for generalization of results to a population or to establish a cause and effect conclusion?
   • Do the analyses provide useful information for addressing the statistical question? Are they appropriate for the data that have been collected?
   • Is the interpretation sound, given how the data were collected? Does the interpretation provide an adequate answer to the statistical question?

Students must persevere through the entire statistical problem-solving process, adapting and adjusting each component as needed to arrive at a solution that adequately connects the interpretation of results to the statistical question posed and the research topic under study. Additionally, students must be able to critique and evaluate alternative approaches (data collection plans and analyses) and recognize appropriate and inappropriate conclusions based on the study design.
2. **Reason abstractly and quantitatively.** Statistically proficient students understand the difference between mathematical thinking and statistical thinking. Students engaged in mathematical thinking ask, “Where’s the proof?” They use operations, generalizations, and abstractions to prove deterministic claims and understand mathematical patterns free of context. Students engaged in statistical thinking ask, “Where’s the data?” They reason in the presence of variability and anticipate, acknowledge, account for, and allow for variability in data as it relates to a particular context.

Although statistical thinking is grounded in a concrete context, it still requires reasoning with abstract concepts. For example, how to measure an attribute in answering a statistical question, selecting a reasonable summary statistic such as using the sample mean (which may be a value that does not exist in the data set) as a measure of center, interpreting a graphical representation of data, and understanding the role of sampling variability for drawing inferences—all of these require reasoning with abstractions.

3. **Construct viable arguments and critique the reasoning of others.** Statistically proficient students use appropriate data and statistical methods to draw conclusions about a statistical question. They follow the logical progression of the statistical problem-solving process to investigate answers to a statistical question and provide insights into the research topic. They reason inductively about data, making inferences that take into account the context from which the data arose. They justify their conclusions, communicate them to others (orally and in writing), and critique the conclusions of others.

Statistically proficient students also are able to compare the plausibility of alternative conclusions and distinguish correct statistical reasoning from that which is flawed. This is an especially important skill given the massive amount of statistical information in the media and elsewhere. Are appropriate graphs being used to represent the data, or are the graphs misleading? Are appropriate inferences being made based on the data-collection design and analysis? Statistically proficient students are ‘healthy skeptics’ of statistical information.

4. **Model with mathematics.** Statistically proficient students can apply mathematics to help answer statistical questions arising in everyday life, society, and the workplace. Mathematical models generally use equations or geometric representations to describe structure. Statistical models build on mathematical models by including descriptions of the variability present in the data; that is, data = structure + variability.

For example, middle school students may use the mean to represent the center of a distribution of univariate data and the mean absolute deviation to model the variability of the distribution. High-school students may use the normal distribution (as defined by a mathematical function) to model a unimodal, symmetric distribution of quantitative data or to model a sampling distribution of sample means or sample proportions. For bivariate data, students may use a straight line to model the relationship between two quantitative variables. With consideration of the correlation coefficient and residuals, the statistical
interpretation of this linear model takes into account the variability of the data about the line. The statistically proficient student understands that statistical models are judged by whether they are useful and reasonably describe the data.

5. **Use appropriate tools strategically.** Statistically proficient students consider the available tools when solving a statistical problem. These tools might include a calculator, a spreadsheet, applets, a statistical package, or tools such as two-way tables and graphs to organize and represent data. A tool might be a survey used to collect and measure the variable (attribute) of interest. The use of tools is to facilitate the practice of statistics. Tools can help us work more efficiently with analyzing the data so more time can be spent on understanding and communicating the story the data tell us.

For example, statistically proficient middle-school students may use technology to create boxplots to compare and analyze the distributions of two quantitative variables. High-school students may use an applet to simulate repeated sampling from a certain population to develop a margin of error for quantifying sampling variability.

When developing statistical models, students know technology can enable them to visualize the results of varying assumptions, explore patterns in the data, and compare predictions with data. Statistically proficient students at various grade levels are able to use technological tools to carry out simulations for exploring and deepening their understanding of statistical and probabilistic concepts. Students also may take advantage of chance devices such as coins, spinners, and dice for simulating random processes.

6. **Attend to precision.** Statistically proficient students understand that precision in statistics is not just computational precision. In statistics, one must be precise about ambiguity and variability. Students understand the statistical problem-solving process begins with the precise formulation of a statistical question that anticipates variability in the data collected that will be used to answer the question. Precision is also necessary in designing a data-collection plan that acknowledges variability. Precision about the attributes being measured is essential.

After the data have been collected, students are precise about choosing the appropriate analyses and representations that account for the variability in the data. They display carefully constructed graphs with clear labeling and avoid misleading graphs, such as three-dimensional pie charts, that misrepresent the data. As students interpret the analysis of the data, they are precise with their terminology and statistical language. For example, they recognize that ‘correlation’ is a specific measure of the linear relationship between two quantitative variables and not simply another word for ‘association.’ They recognize that ‘skew’ refers to the shape of a distribution and is not another word for ‘bias.’ Students can transition from exploratory statistics to inferential statistics by using a margin of error to quantify sampling variability around a point estimate. Students recognize the precision of this estimate depends partially upon the sample size—the larger the sample size, the smaller the margin of error.

As students interpret statistical results, they connect the results back to the original
statistical question and provide an answer that takes the variability in the data into account. Statistically proficient students recognize that clear communication and precision with statistical language are essential to the practice of statistics.

7. **Look for and make use of structure.** Statistically proficient students look closely to discover a structure or pattern in a set of data as they attempt to answer a statistical question. For univariate data, the mean or median of a distribution describes the center of the distribution—an underlying structure around which the data vary. Similarly, the equation of a straight line describes the relationship between two quantitative variables—a linear structure around which the data vary. Students use structure to separate the ‘signal’ from the ‘noise’ in a set of data—the ‘signal’ being the structure, the ‘noise’ being the variability. They look for patterns in the variability around the structure and recognize these patterns can often be quantified.

For example, if there is a positive, linear trend in a set of bivariate quantitative data, then students can quantify this pattern with a correlation coefficient to measure strength of the linear association and use a regression line to predict the value of a response variable from the value of an explanatory variable. Statistically proficient students use statistical modeling to describe the variability associated with the identified structure.

8. **Look for and express regularity in repeated reasoning.** Statistically proficient students maintain oversight of the process, attend to the details, and continually evaluate the reasonableness of their results as they are carrying out the statistical problem-solving process. Students recognize that probability provides the foundation for identifying patterns in long-run variability, thereby allowing students to quantify uncertainty. Randomization produces probabilistic structure and patterns that are repeatable and can be quantified in the long run.

For example, in a statistical experiment with enough subjects, randomly assigning subjects to treatment groups will balance the groups with respect to potentially confounding variables so any statistically significant differences can be attributed to the treatments. In sampling from a defined population, selection of a random sample is a repeatable process and probability supports construction of a sampling distribution of the statistic of interest. Statistically proficient students understand the different roles randomization plays in data collection and recognize it is the foundation of statistical inference methods used in practice.
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Chapter 4

Preparing Elementary School Teachers to Teach Statistics

Expectations for Elementary School Students

“Every high-school graduate should be able to use sound statistical reasoning to intelligently cope with the requirements of citizenship, employment, and family and to be prepared for a healthy, happy, and productive life.” (Franklin et al., 2007, p.1)

The foundations of statistical literacy must begin in the elementary grades Pre-K–5, where young students begin to develop data sense—an understanding that data are not simply numbers, categories, sounds, or pictures, but entities that have a context, vary, and may be useful for answering questions about the world that surrounds them.

Recommendations for developing statistical thinking from key national reports such as the ASA’s Pre-K–12 GAISE Framework, NCTM’s *Principles and Standards for School Mathematics*, and CCSSM for students in grade levels Pre-K–5 include the following:

- Understand what comprises a statistical question
- Know how to investigate statistical questions posed by teachers in a context of interest to young students
- Conduct a census of the classroom to collect data and design simple experiments to compare two treatments
- Distinguish between categorical and numerical data
- Sort, classify, and organize data
- Understand that data vary
- Understand the concept of a distribution of data and how to describe key features of this distribution
- Understand how to represent distributions with tables, pictures, graphs, and numerical summaries
- Understand how to compare two distributions
- Use data to recognize when there is an association between two variables
- Understand how to infer analysis of data to the classroom from which data were produced and the limitations of this scope of inference if we want to infer beyond this classroom

Students should learn these elementary-grade topics using the statistical problem-solving perspective as described in the GAISE framework (Franklin et al., 2007):

- Know how to formulate a statistical question (anticipate variability in the data that will be collected) and understand how a statistical question differs from a mathematical question
- Design a strategy for collecting data to address the question posed (acknowledge variability)
- Analyze the data (account for variability)
• Make conclusions from the analysis (taking variability into account) and connect back to the statistical question

The GAISE framework recommends students learn statistics in an activity-based learning environment in which they collect, explore, and interpret data to address a statistical question. Students’ exploration and analysis of data should be aided by appropriate technologies capable of creating graphical displays of data and computing numerical summaries of data. Using the results from their analyses, students must have experiences communicating a statistical solution to the question posed, taking into account the variability in the data and considering the scope of their conclusions based on the manner in which the data were collected.

The elementary grades provide an ideal environment for developing students’ appreciation of the role statistics plays in our daily lives and the world surrounding us. Not only does statistics reinforce important elementary-level mathematical concepts (such as measurement, counting, classifying, operations, fair share), it provides connections to other curricular areas such as science and social studies, which also integrate statistical thinking. Elementary-school teachers have the opportunity to help young children begin to appreciate the importance of understanding the stories data tell across the school curriculum, not just the mathematical sciences. For instance, science fair projects can be a vehicle for encouraging students to develop the beginning tools for making sense of data and using the statistical investigative process.

**Essentials of Teacher Preparation**

To implement an elementary-grades curriculum in statistics such as that envisioned in the GAISE framework and other national recommendations, elementary-grades teachers must develop the ability to implement and appreciate the statistical problem-solving process at a level that goes beyond what is expected of elementary-school students. Teachers must be equipped and confident in guiding students to develop the statistical knowledge and connections recommended at the elementary level. Although the *Common Core State Standards* do not include a great deal of statistics in grades K–5, we provide guidance on the content teachers need to know to meet content standards outlined by both the ASA and NCTM. Standards documents will change from time to time, so we are recommending a robust preparation for elementary-school teachers.

The primary goals of the statistical preparation of elementary-school teachers are three-fold:

1. Develop the necessary content knowledge and statistical reasoning skills to implement the recommended statistics topics for elementary-grade students along with the content knowledge associated with the middle school–level statistics content (see *CCSSM* or Chapter 5 of this document). Statistical topics should be developed through meaningful experiences with the statistical problem-solving process.
2. Develop an understanding of how statistical concepts in middle grades build on content developed in elementary-grade levels and an understanding of how statistical content in elementary grades is connected to other subject areas in elementary grades.

3. Develop pedagogical content knowledge necessary for effective teaching of statistics. Pre-service and practicing teachers should be familiar with common student conceptions, content-specific teaching strategies, strategies for assessing statistical knowledge, and appropriate integration of technology for developing statistical concepts.

In designing courses and experiences to meet these goals, teacher preparation programs must recognize that the PreK–12 statistics curriculum is conceptually based and not the typical formula-driven curriculum of simply drawing graphs by hand and calculating results from formulas. Similarly, the statistics curriculum for teachers should be structured around the statistical problem-solving process (as described under student expectations).

Elementary-school teacher preparation should include, at a minimum, the following topics:

**Formulate Questions**
- Understand a statistical question is asked within a context that anticipates variability in data
- Understand measuring the same variable (or characteristic) on several entities results in data that vary
- Understand that answers to statistical questions should take variability into account

**Collect Data**
- Understand data are classified as either categorical or numerical
  - Recognize data are categorical if the possible values for the response fall into categories such as yes/no or favorite color of shoes
  - Recognize data are numerical (quantitative) if the possible values take on numerical values that represent different quantities of the variable such as ages, heights, or time to complete homework
  - Recognize quantitative data that are discrete, for example, if the possible values are countable such as the number of books in a student’s backpack
  - Recognize quantitative data are continuous if the possible values are not countable and can be recorded even more precisely to smaller units such as weight and time
- Understand a sample is used to predict (or estimate) characteristics of the population from which it was taken
  - Recognize the distinction among a population, census, and sample
  - Understand the difference between random sampling (a ‘fair’ way to select a sample) and non-random sampling
Understand the scope of inference to a population is based on the method used to select the sample.

- Understand experiments are conducted to compare and measure the effectiveness of treatments. Random allocation is a fair way to assign treatments to experimental units.

**Analyze Data**

- Understand distributions describe key features of data such as variability
  - Recognize and use appropriate graphs (picture graph, bar graph, pie graph) and tables with counts and percentages to describe the distribution of categorical data
  - Understand the modal category is a useful summary to describe the distribution of a categorical variable
  - Recognize and use appropriate graphs (dotplots, stem and leaf plots, histograms, and boxplots) and tables to describe the distribution of quantitative data
  - Recognize and use appropriate numerical summaries to describe characteristics of the distribution for quantitative data (mean or median to describe center; range, interquartile range, or mean absolute deviation to describe variability)
  - Understand the shape of the distribution for a quantitative variable influences the numerical summary for center and variability chosen to describe the distribution
  - Recognize the median and interquartile range are resistant summaries not affected by outliers in the distribution of a quantitative variable

- Understand distributions can be used to compare two groups of data
  - Understand distributions for quantitative data are compared with respect to similarities and differences in center, variability, and shape, and this comparison is related back to the context of the original statistical question(s)
  - Understand that the amount of overlap and separation of two distributions for quantitative data is related to the center and variability of the distributions
  - Understand that distributions for categorical data are compared with using two-way tables for cross classification of the categorical data and to proportions of data in each category, and this comparison is related back to the context of the original statistical question(s)

- Explore patterns of association by using values of one variable to predict values of another variable
  - Understand how to explore, describe, and quantify the strength and trend of the association between two quantitative variables using scatterplots, a correlation coefficient (such as quadrant count ratio), and fitting a line (such as fitting a line by eye)
  - Understand how to explore and describe the association between two categorical variables by comparing conditional proportions within two-way tables and using bar graphs
Interpret Results

- Recognize the difference between a parameter (numerical summary from the population) and a statistic (numerical summary from a sample)
- Recognize that a simple random sample is a ‘fair’ or unbiased way to select a sample for describing the population and is the basis for inference from a sample to a population
- Recognize the limitations of scope of inference to a population depending on how samples are obtained
- Recognize sample statistics will vary from one sample to the next for samples drawn from a population
- Understand that probability provides a way to describe the ‘long-run’ random behavior of an outcome occurring and recognize how to use simulation to approximate probabilities and distributions

Experiences for teachers should include attention to common misunderstandings students may have regarding statistical and probabilistic concepts and developing strategies to address these conceptions. Some of these common misunderstandings are related to making sense of graphical displays and how to appropriately analyze and interpret categorical data. The research related to these common misunderstandings is discussed in Chapter 8. Examples related to the common misunderstandings are included in Appendix 1.

Developing teachers’ communication skills is critical for teaching the statistical topics and concepts outlined above. The role of manipulatives (such as cubes to represent individual data points) and technology in learning statistics also must be an important aspect of elementary-school teacher preparation. Teachers must be proficient in using manipulatives to aide in the collection, exploration and analysis, and interpretation of data. Teachers also are encouraged to become comfortable using statistical software (that supports dynamic visualization of data) and calculators for these purposes. The Mathematical Practice Standards as seen through a statistical lens are vital (see Chapter 3) for helping students and teachers develop the tools and skills to reason and communicate statistically.

Program Recommendations for Prospective and Practicing Elementary Teachers

All teachers (pre-service and in-service) need to learn statistics in the ways advocated for PreK–12 students to learn statistics in GAISE. In other words, they need to engage in all four parts of the statistical problem-solving process with various types of data (categorical, discrete numerical, continuous numerical).

At present, few institutions offer a statistics course specially designed for pre-service or in-service elementary-school teachers. These teachers generally gain their statistics education through either an introductory statistics course aimed at a more general audience or in a portion of a mathematics content course designed for elementary-school teachers. Often, the standard introductory statistics course does not address the content identified above at the level of depth needed by teachers, nor does it typically engage
Institutions typically offer from one to three mathematics content courses for future teachers. In many cases, future teachers take these courses at two-year institutions prior to entering their teacher education programs. Generally, a portion of one of these courses is devoted to statistics content. Most of these courses are taught in mathematics departments and by a wide range of individuals, including mathematicians, mathematics educators, graduate students, and adjunct faculty members. While there is growing appreciation in the field for the importance of quality instruction in these courses, few are taught by individuals with expertise in statistics or statistics education. The job title of the person teaching these courses is far less important than the individual’s preparation for teaching the statistics component of the courses. As noted above, the individual must possess a deep understanding of statistics content beyond that being taught in the course and understand how to foster the investigation of this content by engaging teachers in the statistical problem-solving process.

**Course Recommendations for Prospective Teachers**

There are multiple ways the statistics content noted above could be delivered and configured, depending on the possibilities and limitations at each institution. What is clear is that most elementary-teacher preparation programs need to devote far more time in the curriculum to statistics than is currently done. At best, statistics is half of a course for future elementary teachers. At worst, it is a few days of instruction or skipped entirely. In many instances, the unit taught is “probability and statistics” and includes substantial attention to traditional mathematical probability. We advocate a minimum of six weeks of instruction be devoted to the exploration of the statistical ideas noted above.

---

Among the possible options for providing appropriate statistical education for elementary school teachers are the following:

- A special section of an introductory statistics course geared to the content and instructional strategies noted above. This course can be designed to include all levels of teacher preparation students.
- An entire course in statistical content for elementary-school teachers.
- More time and attention given to statistics in existing mathematics content courses. Most likely, one course would be reconfigured to place substantial emphasis on statistics, but this would also likely result in reconfiguring the content of all courses in the sequence to make time for the statistics content. There is a great deal of mathematics and statistics content that is important for elementary-school teachers to know, so decisions about what to cut to make more room for statistics will be difficult. Thus, *MET II* advocates increasing the number of credit hours of instruction for elementary-school teachers to 12. Note that these hours are all content-focused; pedagogy courses are in addition to these 12 hours.
The recommendations above imply that those who teach statistics to future teachers need to be well versed in the statistical process and possess strong understanding of statistics content beyond what they are teaching to teachers. In addition, they should be able to articulate the ways in which statistics is different from mathematics. The PreK–12 GAISE framework emphasizes it is the focus on variability in data and the importance of context that sets statistics apart from mathematics. Peters (2010) also discusses the distinction in the article, “Engaging with the Art and Science of Statistics.” Many classically trained mathematicians have not had opportunities to explore and become comfortable with the statistical content topics and concepts outlined for elementary teachers. Thus, preparing to teach such courses will require collaboration among teacher educators of statistics.

Such courses must be taught with an emphasis on active engagement with the ideas through collecting data, designing experiments, representing data, and making inferences. Lecture is not appropriate as a primary mode of instruction in such courses. Such courses also need to be taught using manipulatives and technological tools and software that are available in schools, as well as more sophisticated technological tools and software. Assessment in these courses should focus on assessing reasoning and understanding of the big ideas of statistics, not just the mechanics of computing a particular statistic. Chapter 7 provides a detailed discussion of assessment.

**Professional Development Recommendations for Practicing Teachers**

Current elementary-school teachers are in need of professional development. It is critical that practicing teachers have opportunities for meaningful professional development. The content and pedagogy of the professional development should be similar to that previously described for pre-service teachers.

**Illustrative Example**

To implement an elementary-school curriculum in statistics like that envisioned in the GAISE framework, elementary-grades teachers must develop an appreciation of the statistical problem-solving process at a level that goes beyond what is expected of elementary school students. The following examples illustrate expectations for elementary-grades teachers across the four components of the statistical problem-solving process.

**Scenario**

As the time for annual testing draws near, students at an elementary school and their parents begin to receive messages about the importance of eating breakfast on test days to ensure optimal test performance. A student asks his teacher if eating breakfast really influences how well you do on a test. The teacher decides to pursue this with the students because she is curious as well. Thus, she decides she will have the students design and carry out a statistical study to help them determine whether skipping breakfast before an exam could affect an individual’s score.
Formulate Questions
First, the teacher helps the students write a specific statistical question to investigate such as:

How do the scores on the exam compare between the two groups of students (those who ate breakfast versus those who did not)?

Collect Data
Then, the teacher facilitates a discussion about how they could go about collecting useful data for investigating this statistical question. Determining how data should be collected to address the statistical question requires careful thinking. Designing an appropriate and feasible data-collection plan requires planning, and teachers should be given ample opportunity to do so in statistical courses. Would the best design for this study be a sample survey, an experiment, or an observational study?

The teacher should realize that the best study design for this investigation would be a statistical experiment. Ideally, the teacher would “randomly assign” the students in her class into one of the two groups because random assignment tends to produce similar groups that are balanced with regard to potential confounding variables such as intelligence or statistical ability. While it would be ideal for the teacher to create the two groups in this manner, it may not be practical. In this case, it is not practical or ethical to randomly assign the students to either eat or not eat breakfast before a test. Thus, the most feasible and practical design for this study is observational.

The students decide they will conduct this experiment using a math test scheduled for the next week. The first question on the test will be “Did you eat breakfast this morning before coming to school?” The class will then use the data from this question to classify the students into one of two groups (breakfast or no breakfast) and use the students’ scores to investigate the statistical question posed: How do the scores on the exam compare between the two groups of students (those who ate breakfast versus those who did not)?

Before exploring and analyzing the data, a classroom teacher should encourage students to think about what they expect to see in the analysis. In this case, students have likely already heard claims about causal relationships between eating breakfast and scoring well on tests. Thus, the teacher could encourage students to research the topic of eating breakfast and its relationship to test performance and have students predict what they expect to observe about the two distributions of exam scores such as shape, median or mean, and range.

Suppose 40 students completed the test, which consists of 30 multiple-choice questions. Following are the scores (number correct out of 30 questions) for the students in each group:

Breakfast: 26 21 29 17 24 24 23 19 24 25 20 25 22 29 28 18 30 23

5 These data are not the results of an actual study, but are randomly generated scores.
No Breakfast: 20 20 19 15 20 25 17 20 22 18 28 21 22 23 26 17 21 16 14 19 28 11

We observe that the group sizes are different. Eighteen students were in the Breakfast group, while 22 students were in the No Breakfast group.

Note: The following Analyze Data and Interpret Results sections are presented sequentially for different types of representations, rather than presenting a complete analysis and then interpreting the results.

Analyze Data (Using Dotplots)
The goal of exploring, analyzing, and summarizing data is not simply to construct a graphical display or compute numerical summaries. The teacher should use the graphical display and/or numerical summaries to help students identify patterns present in the variability so they can address the question under study.

For example, the following comparative dotplots are useful for displaying and comparing the scores between the two groups.

Looking at the dotplots, there is a tendency for students in the Breakfast group to score higher than students in the No Breakfast group. The center of the scores for the Breakfast group is around 24 correct, while the center of the scores for the No Breakfast group is around 20 correct. The scores for each group appear to be reasonably symmetric about their respective centers. As the range for the scores in the No Breakfast group is 17 compared to a range of 13 for the Breakfast group, there appears to be more variability in the scores in the No Breakfast group than in the Breakfast group.

Interpret Results (Using Dotplots)
While there is some overlap in scores between the two groups (scores between 17 and 28), there is also some separation. Specifically, four students in the No Breakfast group scored lower than anyone in the Breakfast group. On the other hand, three students in the Breakfast group scored higher than anyone in the No Breakfast group. Thus, although the
dotplots show some overlap in scores between the two groups, there is a tendency for students in the Breakfast group to score higher than students in the No Breakfast group.

**Analyze Data (Using Boxplots)**

When sample sizes are different, comparing displays based on counts can sometimes be deceptive. Thus, a teacher should know it is useful to provide graphical displays that do not depend on sample size. One such graph is the boxplot. A boxplot displays the intervals of each quarter of the data based on the Five-Number Summary (Minimum value, First Quartile, Median, Third Quartile, and Maximum value). Because the median is indicated in a boxplot, it provides more specific information about the center of the data than a dotplot. Additionally, the interquartile-range (IQR), a more informative measure of variability than the range, is easily observed from a boxplot.

Boxplots are especially useful for comparing two groups of quantitative data because the overlap/separation can be expressed in terms of percentages. The comparative boxplots below summarize the data on the exam scores for the two groups.

![Boxplot Comparison](image)

Based on the boxplots, the scores for the Breakfast group tend to be higher than the scores for the No Breakfast group. The median score for the Breakfast group is 24 correct, while the median score for the No Breakfast group is 20 correct. In fact, all five summary measures for the Breakfast group are higher than the corresponding measures for the No Breakfast group. The scores for each group appear to be reasonably symmetric about their respective medians. Although the range is greater for the No Breakfast group than the Breakfast group, the IQR for each group is 5, indicating similar amounts of variability in the middle 50% of scores.

**Interpret Results (Using Boxplots)**

Teachers should be able to make and help students make a variety of observations about the data represented by the boxplots. For instance, while there is some overlap in scores
between the groups (scores between 17 and 28), there is also some separation. More specifically, approximately 25% of the students in the No Breakfast group scored lower than anyone in the Breakfast group. On the other hand, the first quartile for the Breakfast group is 21, indicating that approximately 75% of teachers in the Breakfast group scored 21 or higher. In the No Breakfast group, fewer than half the students scored 21 or higher. Thus, although the boxplots show some overlap in scores between the two groups, there is a tendency for students who ate breakfast to score higher than students who did not eat breakfast.

**Analyze Data (Using Numerical Summaries)**

In the practice of statistics, technology is used to obtain numerical summaries for data. Although it is useful to have students calculate numerical summaries by hand at least once, the emphasis in the PreK–12 statistics curriculum is placed on the interpretation of the statistics, not the hand calculation of summary statistics using the formulas. The mean is a commonly reported numerical summary of quantitative data. The means for the scores in the two groups are reported below:

<table>
<thead>
<tr>
<th></th>
<th>Breakfast Group</th>
<th>No Breakfast Group</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>23.7</td>
<td>20.1</td>
</tr>
</tbody>
</table>

Like the median, the mean provides information about the center of the data.

Two numerical summaries of the amount of variability in quantitative data are the mean absolute deviation (MAD) and the standard deviation (SD). Although we would not expect K–5 students to be able to reason about the MAD and SD, teachers of K–5 students should be able to engage in this kind of reasoning so they have a higher level of understanding of this scenario than is expected of their students.

The MAD and SD are reported below for each class.

<table>
<thead>
<tr>
<th></th>
<th>Breakfast Group</th>
<th>No Breakfast Group</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAD</td>
<td>2.98</td>
<td>3.20</td>
</tr>
<tr>
<td>SD</td>
<td>3.82</td>
<td>4.31</td>
</tr>
</tbody>
</table>

Each summary (MAD or SD) provides a measure of the typical difference between an observed score and the mean score. For example, the MAD indicates the 18 scores in the Breakfast group vary from 23.7 correct by 2.98 points on average and the 22 scores in the No Breakfast group vary from 20.1 correct by 3.20 points on average. Because the MAD and SD for the No Breakfast group are a little larger than the MAD and SD for the Breakfast group, there is a little more variability in the scores for the No Breakfast group. However, the MAD and SD for both groups are fairly similar, indicating the variability in the scores is not very different for the two groups.

**Interpret Results (of the Numerical Summaries)**

Teachers should note that the means capture the tendency of students in the Breakfast group to have higher scores, as displayed in the comparative dotplots. Specifically, the
mean of the Breakfast group (23.7) is greater than the mean of the No Breakfast group (20.1). This tendency can be captured in a single statistic by reporting the difference between the two sample means (23.7-20.1). Thus, students in the Breakfast group scored, on average, 3.6 points higher than those in the No Breakfast group. A comparison of the two groups focuses on this difference by asking, “Is a difference between means of 3.6 points a meaningful difference?” The answer to this question depends on two features of the data—the sample sizes and amounts of variability in the scores within the two groups. One way to think about the magnitude of the difference between the two means (3.6) is to express this difference relative to a measure of variability such as the MAD or SD.

Because the MADs are different for the two classes, we will use the larger MAD. We use the larger MAD to be on the cautious side, as we know mathematically having a larger denominator makes the ratio smaller, leaving us less likely to exaggerate the relationship. The difference between the means relative to the amount of variability is 3.6/3.2 = 1.125. Thus, the two means are 1.125 MADs apart.

Is this a meaningful difference? Although this quantity does not take into account the sample sizes, the ratio does provide a way to judge the difference in means with respect to the amount of variability within each distribution. Specifically, this quantity gives some indication that the difference between the means (3.6) is meaningful—the difference is large relative to the variation within the data. Thus, it is reasonable to conclude that those students who eat breakfast tend to score higher on the test than those students who do not. There is evidence based on this sample of 40 students that eating breakfast is beneficial to higher performance on an assessment instrument. Developing Essential Understanding of Statistics for Teaching Mathematics in Grades 6-8 (Kader and Jacobbe, 2013) offers a detailed discussion of how to compare two distributions for quantitative variables.

Based on the graphical and numerical analysis, it is tempting to say that eating breakfast was the cause for the higher mean score; however, teachers should understand we must be careful to not make a cause-and-effect conclusion because this was an observational study, not a randomized experiment. It is important that teachers be pushed to think statistically beyond the computation of a measure of center. Although it might be tempting to compute the mean or median of the test results and directly draw conclusions about the Breakfast group being better, teachers should be pushed to think about meaningfulness of the difference in the manner outlined in this example. Through such an investigation teachers will be exposed to many of the content recommendations above and partake in the statistics investigative process.
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Chapter 5

Preparing Middle-School Teachers to Teach Statistics

Expectations for Middle-School Students
Since its inclusion in the National Council for Teacher of Mathematics’ (NCTM) *Curriculum and Evaluation Standards for School Mathematics* (1989), statistical content has gradually been expanded within the middle-school mathematics curriculum. The *Common Core State Standards for Mathematics (CCSSM)* (2007) and other state standards emphasize the importance of statistics and probability at the middle-school level. Thus, middle-school teachers are increasingly expected to teach units on statistical content.

Recommendations from reports such as *CCSSM* and NCTM’s *Principles and Standards for School Mathematics (PSSM)* (2000) and *Curriculum Focal Points* (2006) describe subject matter in statistics and probability within each of the three middle-school grade levels. (In this chapter, the term “middle grades” or “middle school” refers to grade levels 6, 7, and 8.) Expectations of statistical understanding for middle-school students generally include the following:

- Understand the role of variability in statistical problem solving
- Explore, summarize, and describe patterns in variability in univariate data using numerical summaries and graphical representations, including:
  - Frequencies, relative frequencies, and the mode for categorical data
  - Measures of center and measures of variability for quantitative data
  - Bar graphs for categorical data
  - Dotplots, histograms, and boxplots for quantitative data
- Explore, summarize, and describe patterns of association in bivariate data based on:
  - Two-way tables for bivariate categorical data
  - Scatterplots for bivariate quantitative data
- Investigate random processes and understand probability as a measure of the long-run relative frequency of an outcome, understand basic rules of probability, and approximate probabilities through simulation
- Understand connections between probability, random sampling, and inference about a population
- Compare two data distributions and make informal inferences about differences between two populations

These middle-grade topics should be developed from the statistical problem-solving perspective as described in the *Guidelines and Assessment for Instruction in Statistics Education (GAISE) Report: A Pre-K–12 Curriculum Framework* (Franklin et al., 2007). The GAISE problem-solving approach is built around four components: formulating a statistical question (anticipating variability in the data), designing a plan for producing data (acknowledging variability) and collecting the data, exploring and analyzing the data.
(accounting for variability), and interpreting the results (taking variability into account). The GAISE framework emphasizes the omnipresence of variability in data and recognizes the role of variability within each component.

To gain a sound understanding of the statistical topics in the middle-school curriculum, students should learn statistics in an activity-based learning environment in which they collect, explore, and interpret data to address statistical questions. Further, students’ exploration and analysis of data should be aided by appropriate technologies, which, at a minimum, are capable of creating graphical displays of data and computing numerical summaries of data. Using the results from their analyses, students should consider the scope of their conclusions based on the manner in which the data were collected and communicate an answer to the statistical question posed.

**Essentials of Teacher Preparation**

The primary goals of the statistical preparation of middle school teachers are three-fold:

1. Develop the necessary content knowledge and statistical reasoning skills to implement the recommended statistical topics for middle-grade students. Thus, teachers should achieve statistical content knowledge beyond that required of their students. Statistical topics should be developed through meaningful experiences with the statistical problem-solving process.

2. Develop an understanding of how statistical concepts in middle grades build on the content developed in elementary grades, provide a foundation for the content in high school, and are connected to other subject areas, including mathematics, in middle grades.

3. Develop pedagogical content knowledge necessary for effective teaching of statistics. Pre-service and practicing teachers should be familiar with common student conceptions, content-specific teaching strategies, strategies for assessing statistical knowledge, and appropriate integration of technology for developing statistical concepts.

In addition to those topics covered in elementary-teacher preparation, middle-school teacher preparation should include at a minimum the following topics:

**Formulate Questions**

- Distinguish between questions that require a statistical investigation and those that do not
- Translate a “research” question into a question that can be answered with data and addressed through a statistical investigation (e.g., see Scenario 1 of Appendix 1)

**Collect Data**

- Identify appropriate variables for addressing a statistical question
- Distinguish between categorical and quantitative variables
- Recognize quantitative data may be either discrete (for example, counts, such as the number of pets a student has) or continuous (measurements, such as the height or weight of a student)
• Design a plan for collecting data
  o Distinguish between observational studies and comparative experiments
  o Use random selection in the design of a sampling plan
  o Use random assignment in the design of a comparative experiment
  o Recognize the connections between study design and interpretation of results; consider issues such as bias, confounding, and scope of inference

Analyze Data
• Understand a data distribution describes the variability present in data
  o Use appropriate tabular and graphical representations and summaries (frequencies, relative frequencies, and the mode) of the distribution for categorical data
  o Use appropriate graphical representations and numerical summaries of the distribution for quantitative data; summarize by describing patterns in the variability (shape, center, and spread) and identifying values not fitting the overall pattern (outliers)
  o Recognize when a normal distribution might be an appropriate model for a data distribution
  o Recognize when a skewed distribution might be an appropriate model of a data distribution and understand the effects of skewness on measures of center and spread
• Use distributional reasoning strategies to compare two or more groups based on categorical data
  o Compare modal categories
  o Compare proportions within each category
• Use distributional reasoning strategies to compare two groups based on quantitative data
  o Compare shapes, centers, and variability
  o Identify areas of overlap and separation between the two distributions
  o Understand how variability within groups affects comparisons between groups
• Explore and analyze patterns of association between two variables
  o Distinguish between explanatory and response variables
  o Summarize and interpret data on two categorical variables in a two-way table
  o Summarize and interpret data on two quantitative variables in a scatterplot
  o Use linear functions to model the association between two quantitative variables when appropriate
  o Use a linear model to make predictions
  o Use correlation to measure the strength of a linear association between two quantitative variables
  o Identify nonlinear relationships (e.g., power or exponential) between two quantitative variables
Interpret Results

- Understand that one goal of statistical inference is to generalize results from a sample to some larger population
- Distinguish between population parameters and sample statistics
- Draw conclusions that are appropriate for the manner in which the data are collected
  - Recognize that generalization from a sample requires random selection
  - Recognize that statements about causation require random assignment
- Understand that random sampling from a population or random assignment in an experiment links the mathematical areas of statistics and probability
- Understand probability from a relative frequency perspective
  - Use simulation models to explore the long-run relative frequency of outcomes
  - Use the addition rule to calculate the probability of the union of disjoint events and the multiplication rule to calculate the probability of the intersection of independent events
- Use simulation to explore, describe, and summarize the sample-to-sample variability (the sampling distribution) of a statistic
- Understand inferential reasoning through randomization and simulation to determine whether observed results are statistically significant
- Use simulation to develop a margin of error and explore the relationship between sample size and margin of error
- Use the normal distribution as appropriate to model distributions of sample statistics

As middle-school teachers develop statistical content knowledge, it is critical that they recognize the vertical connections of statistical topics across grade levels, the horizontal connections across the mathematics curriculum, and connections to other subject areas. Statistics in the middle grades builds on the foundational experiences students have in the elementary grades and must strengthen and expand this foundation in preparation for students’ experiences with statistics in high school. Many statistical concepts developed in middle school are useful for reinforcing other areas of mathematical content within the middle-grades curriculum, including probability, measurement, number and operations, algebraic concepts, and linear functions. Additionally, most applications of statistics are in areas other than mathematics (e.g., the sciences and social sciences), which provides students with opportunities to see connections between the mathematical sciences and other areas of study. A thorough discussion of vertical and horizontal statistical connections, along with connections across the middle-grades curriculum, is provided in Developing Essential Understandings of Statistics, Grades 6–8 (Kader and Jacobbe, 2013, pages 81–90).

In addition to content knowledge, the preparation of middle-grade teachers should develop the pedagogical knowledge necessary for effective teaching of statistics. Teachers should be introduced to common misunderstandings students have regarding statistical and probabilistic concepts and learn to use appropriate content-specific
teaching strategies to address them. Some of the contexts in which common misunderstandings occur include the following:

- The interpretation of graphical displays and tabular summaries of data
- The importance of random selection for obtaining a representative sample
- The notion of a sampling distribution

The research related to some of these misunderstandings is discussed in Chapter 8. Examples related to common misunderstandings are contained in Appendix 1.

The role of technology in learning statistics also must be an important aspect of middle-school teacher preparation. Teachers need to be comfortable using technology to aid in the collection, exploration, analysis, and interpretation of data, as well as to develop concepts. While we do not recommend a specific technology, the technology/technologies chosen should have the capability to create dynamic graphical displays, produce numerical summaries of data, and perform simulations easily.

As students’ understanding of statistical concepts evolve, it is important that teachers learn the value of formative assessment. As noted in Chapter 7, writing statistical assessments is particularly difficult because it requires disentangling mathematical ideas and rote computational exercises from statistical thinking. Statistical assessments should emphasize conceptual understanding and interpretation over the application of formulas or algorithmic thinking.

### Recommendations for Prospective and Practicing Teachers

Many of the topics described for the preparation of middle-school teachers are included in the traditional introductory college-level statistics course. However, this course alone is not adequate for preparing middle-school teachers to teach the statistical content for middle-school students proposed by reports such as *GAISE*, *CCSSM*, and *PSSM*. Often, introductory statistics courses pay little attention to formulating statistical questions and give perfunctory attention to exploring and analyzing data. These courses frequently provide an axiomatic approach to probability, stressing the rules of probability instead of developing the concept of probability as a long-run relative frequency through simulation. Connections between statistics and probability are often ambiguous, and instead of focusing on statistical reasoning, inference is approached as a collection of rote procedures.

NCTM’s *Developing Essential Understandings of Statistics for Teaching Mathematics in Grades 6–8* (2013) provides a set of recommendations for preparing middle-school teachers. This document describes four big ideas as a foundation for providing teachers with a deep understanding of the statistical content required to teach statistics in middle school:

- **Big Idea 1:** Distributions describe variability in data.
- **Big Idea 2:** Statistics can be used to compare two or more groups of data.
Big Idea 3: Bivariate distributions describe patterns or trends in the covariability in data on two variables.

Big Idea 4: Inferential statistics uses data in a sample selected from a population to describe features of the population.

The approach to developing statistical concepts in *Essential Understandings* is based on the notion that middle-grade teachers should experience the learning of statistical concepts in ways similar to those of their students.

Course Recommendations for Prospective Teachers

*MET II* (2012) recommends middle-school teachers take a course in statistics and probability *beyond* a modern technology-based introductory statistics course that includes topics on designing statistical studies, data analysis, and inferential reasoning.

In summary, this report recommends prospective middle-school statistics teachers acquire their statistical knowledge base through the following courses:

A first course in statistics that develops teachers’ statistical content knowledge in an experiential, active learning environment that focuses on the problem-solving process and makes clear connections between statistical reasoning and notions of probability.

A second course that focuses on strengthening teachers’ conceptual understandings of the big ideas from *Essential Understandings* and the statistical content of the middle-school curriculum. This course also is intended to develop teachers’ pedagogical content knowledge by providing strategies for teaching statistical concepts, integrating appropriate technology into their instruction, making connections across the curriculum, and assessing statistical understanding in middle-school students.

Both courses should give teachers opportunities to explore real problems that require them to do the following:

- Formulate statistical questions; design strategies for data collection and collect the data; explore, analyze, and summarize the data; and draw conclusions from the data
- Use dynamic statistical software or other modern technologies to aid in the collection, analysis, and interpretation of data and enhance their learning and understanding of both statistical and probabilistic concepts

Professional Development Recommendations for Practicing Teachers

Because of the new emphasis on statistics in the middle-grades mathematics curriculum, practicing middle-school teachers are in need of professional development. Consequently, it is critical that practicing teachers have opportunities for meaningful professional development. The content and pedagogy of the professional development should be similar to that previously described for pre-service teachers.
Illustrative Example
The following example illustrates the complete statistical problem-solving process at the level expected of a middle-school teacher. Additional examples are provided in Appendix 1.

Formulate Questions
Statistical investigations undertaken in elementary school are typically based on questions posed by the teacher that can be addressed using data collected within the classroom. In middle school, the focus expands beyond the classroom, and students begin to formulate their own questions. Because many investigations will be motivated by students’ interests, middle-school teachers must be skilled at constructing and refining statistical questions that can be addressed with data.

For example, suppose a student is planning a project for the school’s statistics poster competition. The student recently read that consumption of bottled water is on the rise and wondered whether people actually prefer bottled water to tap or if they could even tell the difference between the two. When asked for advice about how to conduct a study, the teacher suggested having individuals drink two cups of water—one cup with tap water and one cup with bottled water. For each trial, the bottled water would be the same brand and the tap water would be from the same source. Not knowing which cup contained which type of water, each participant would identify the cup he/she believed to be the bottled water. Thus, a statistical question that could be investigated would be:

Are people more likely than not to correctly identify the cup with bottled water?

Collect Data
Teachers must think carefully about how to collect data to address the above statistical question and how to record the data on participants. As the statistical question requires data on the categorical variable “whether or not the individual correctly identified the cup with bottled water,” each participant should be asked to identify the cup he/she believes to be the bottled water, and, based on the response, the student would record a value of “Correct” (C) or “Incorrect” (I).

In this illustration, the student asked 20 classmates from her school to participate in the study. Each participant was presented with two identical cups, each containing 2 ounces of water. Each participant drank the water from the cup on the right first and then drank the water from the cup on the left. Unknown to the participants, the cup on the right contained tap water for half the participants, and the cup on the right contained bottled water for the other half. Each participant identified which cup of water he/she considered to be the bottled water. Following are the resulting data: C, I, I, C, I, C, I, C, I, C, I, C, I, C, I, C, I, C, C, C.
Analyze Data
Data on a single categorical variable are often summarized in a frequency table and bar graph indicating the number of responses in each category. The frequency table and bar graph for the above data are displayed below:

<table>
<thead>
<tr>
<th>Selection</th>
<th>Frequency (Count)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Correct</td>
<td>12</td>
</tr>
<tr>
<td>Incorrect</td>
<td>8</td>
</tr>
<tr>
<td>Total</td>
<td>20</td>
</tr>
</tbody>
</table>

Note that 12 of the 20 participants (60%) correctly identified the bottled water, which is more than half. This provides some evidence that people are more likely than not to distinguish bottled water from tap water. Note that the quantities “12” and “60%” are called statistics because they are computed from sample data.

Interpret Results
Although more than half the participants in the study correctly identified bottled water, it is still possible that participants could not tell the difference and were simply guessing. If the participants were randomly guessing, the probability of a participant selecting bottled water would be 0.5, and we would expect about 10 of the 20 participants to correctly identify bottled water. However, this doesn’t guarantee that exactly 10 people will be correct, because there would be random variation in the number correct from one group of 20 participants to another.

This is similar to the idea of flipping a fair coin 20 times. Although we expect to get 10 heads, we are not surprised if we get 9 or 11 heads. That is, there is random variation in the number of heads we get if a fair coin is tossed 20 times. Thus, to decide whether people can tell the difference between tap water and bottled water, we must determine whether the observed statistic—“12 out of 20” correctly identifying bottled water—is a likely outcome when students are guessing and their selections are completely random. This is an important question, often asked as part of this component of the statistical
problem-solving process: “Is the observed statistic a likely (or unlikely) outcome from random variation if everyone is simply guessing?”

The answer to this question is at the heart of statistical reasoning. If the observed statistic is a likely outcome, then random variation provides a *plausible* (believable) explanation for the observed value of the statistic and we conclude people may be guessing. If the observed statistic is an unlikely outcome, then this suggests the observed value of the statistic is due to something other than just random variation. In this case, the difference between the observed and expected values of the statistic is said to be statistically significant and we would conclude that people are not guessing. That is, people are more likely than not to correctly identify the cup with bottled water.

One way to address this question is to develop a model (a simulation model or a theoretical probability model) for exploring the long-run behavior of the statistic. For example, a simulation model for exploring the random variation in the statistic “the number that correctly select bottled water when participants are randomly guessing” would be to toss a fair coin 20 times. A coin-toss that results in a “head” corresponds to correctly identifying the bottled water. For each trial (20 tosses of the coin), record the number of heads. The dotplot below summarizes the results for the “number of heads” from 100 trials of tossing a coin 20 times.

![Results of 100 Simulations](image)

Based on the dotplot, getting 12 or more heads occurred in 19 of the 100 trials. So, if the coin is fair, the probability of getting 12 or more heads would be estimated at 0.19 based on this simulation. Thus, if participants cannot tell the difference and are randomly guessing, then 12 out of 20 people correctly identifying bottled water would not be a surprising outcome.
Applets for performing a simulation such as this are widely available (e.g., www.rossmanchance.com/applets). Using an applet, 10,000 repetitions of tossing a fair coin 20 times yielded the following dotplot for the number of heads from each repetition. In the simulation, only about 4% of the 10,000 trials resulted in a number of heads that differed from the expected value by more than 4 heads. So, when flipping a fair coin 20 times, the probability of getting between 6 and 14 heads (inclusive) would be estimated to be 0.96. Thus, we can be fairly confident that the statistic (observed number of heads) will be within 4 of the expected number of heads (10). This value (±4), called the margin of error, tells us how much the statistic is likely to differ from the parameter due to random variation.

As with the previous simulation, obtaining 12 heads (12 participants correctly identifying bottled water) is not a surprising outcome. Thus, because 12 out of 20 appears to be a likely outcome when the selection is random, the evidence against guessing is not very strong. Therefore, it is plausible that participants could not tell the difference between bottled water and tap water and were guessing which cup contained the bottled water.

Note that the statistical preparation of middle-school teachers may include a more structured approach to solving this problem. This approach would consist of translating the statistical question into statements of the null and alternative hypotheses, estimating the p-value from the simulation, and using the p-value to describe the strength of the evidence against the hypothesis students are guessing. Also, this example could be expanded easily to one appropriate for preparing a high-school teacher. This expansion would include using the binomial probability distribution as a mathematical model for describing the random variation in the number of heads out of 20 tosses and determining the exact p-value associated with the observed statistic.
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Chapter 6

Preparing High-School Teachers to Teach Statistics

Expectations for High-School Students
Statistical concepts in high school tend to be scattered throughout the curriculum, although it is increasingly common to find high schools offering a stand-alone statistics course in addition to an Advanced Placement (AP) statistics course. Statistical concepts appear in other mathematics courses, as well (e.g., regression is often discussed in algebra and geometry courses while discussing equations of lines).

State standards and nationally distributed standards documents have increasingly emphasized statistics content at the high-school level over at least the past 40 years. Secondary teachers are thus required to teach a substantial amount of statistics by integrating it into mathematics courses and/or teaching designated stand-alone courses. Because of this, high-school teacher preparation needs to not only prepare teachers to teach statistics content, but also illustrate to teachers how the concepts are related and interwoven with mathematics.

One of the main areas in which this interweaving of statistics and mathematics is essential and explicit is modeling, which is becoming an important feature of the high-school curriculum. Modeling generally involves finding equations or mathematical systems that represent possible relationships among variables. If the variables produce data, then the modeling process must account for variation in the data and, thus, becomes statistical in nature.

High-school teachers should have experience modeling real-world situations, many of which begin with messy data sets that have to be “cleaned” (for example, by dealing with missing data and inaccurately recorded data) before any modeling is appropriate. Such key features of data analysis must be conveyed to students so they see the uses and misuses of statistical models, especially important in this age of Big Data. Teachers and students alike should come to appreciate the wisdom of statistician George Box (1987) in his famous dictum, “All models are wrong; some models are useful.”

Recommended standards in statistics and probability for high-school students from GAISE, the CCSSM, NCTM, the College Board, and many state guidelines generally cover the following topics:

- Explore, summarize, and interpret univariate data, categorical and quantitative, including the normal model for data distributions
- Explore, summarize, and interpret bivariate categorical data based on two-way tables of frequencies and relative frequencies
- Explore bivariate quantitative data by way of scatterplots
- Construct and interpret simple linear models for bivariate quantitative data
- Understand the role of randomization in designing studies and as the basis for statistical inference
• Understand the rules of probability, with emphasis on conditional probability, and using these rules in practical decision-making (e.g., knowing how to interpret risk)
• Model relationships among variables

Building on the spirit of statistics teaching and learning in the middle grades, these topics should be introduced from a data analytic perspective with real-world data and simulation of random processes being prime instructional vehicles.

Essentials of Teacher Preparation
High-school teachers should develop an understanding of statistical reasoning from a data and simulation perspective and an appreciation for the effectiveness of such an approach in teaching and learning the basic tenets of statistics. As in the middle and elementary grades, this approach to statistics is built around four components of the problem-solving process of formulating questions, collecting data, analyzing data, and interpreting results, with emphasis on the omnipresence of variability and the quantification of uncertainty as a necessary component of making valid conclusions.

The primary goals of statistical preparation for high-school teachers are three-fold:

1. Develop the necessary statistical reasoning skills along with the content knowledge in statistics beyond the typical introductory college course. Statistical topics should be developed through meaningful experiences with the statistical problem-solving process.
2. Develop an understanding of how statistical concepts develop throughout PreK–8 and how they connect to high-school statistics content, as well as develop an understanding of how statistical concepts are related, or not related, to mathematical topics.
3. Develop pedagogical content knowledge necessary for effective teaching of statistics. Pre-service and practicing teachers should be familiar with common student conceptions, content-specific teaching strategies, strategies for assessing statistical knowledge, and appropriate integration of technology for developing statistical concepts.

In meeting these goals, preparation programs should pay particular attention to common misconceptions that students may have and discuss strategies and examples to address these misconceptions. Additional emphasis on technology use for high-school teachers is also an important aspect of teacher preparation. Teachers not only need to be well versed in using dynamic statistical software to solve and understand problems, but they also need to feel comfortable teaching a statistical concept using technology as a tool.

Topics in data-driven statistical reasoning for high-school teachers should include at least the following in addition to those covered in elementary- and middle-school teacher preparation.

Formulate Questions
• Recognize questions that require a statistical investigation versus those that do not
• Develop statistical questions that help to focus a real issue (research question) on components that can be measured

Collect Data
• Recognize appropriate data for answering the posed statistical question
  o Distinguish between categorical and quantitative variables
  o Recognize that quantitative data may be either discrete (counts, such as the number of females in a class) or continuous (measurements, such as time or weight)
• Understand the role of random selection in sample surveys and the effect of sample size on the variability of estimates
• Understand the role of random assignment in experiments and its implications for cause-and-effect interpretations
• Understand the issues of bias and confounding in nonrandomized observational studies and their implications for interpretation

Analyze Data
• Explore univariate data, both categorical and quantitative
  o Recognize situations for which the normal distribution might be an appropriate model for quantitative data distributions
  o Recognize situations in which the data distributions tend to be skewed, and how the skewness affects measures of center and spread
  o Compare multiple univariate data sets, numerical and graphical
• Explore bivariate data, both categorical and quantitative
  o Describe patterns of association as seen in two-way tables
  o Describe patterns of association as seen in scatterplots
  o Describe patterns of association between a categorical and a quantitative variable
  o Construct and describe simple linear regression models and explain correlation
• Model rich real-world problems
  o Describe patterns of association as seen in multiple pairwise scatterplots
  o Fit and interpret multiple regression models including both numerical and categorical explanatory variables
  o Fit and interpret exponential and power models
  o Fit and interpret logistic regression models

Interpret Results
• Understand basic probability from a relative frequency perspective
  o Understand additive and multiplicative rules
  o Understand conditional probability and independence
  o See the explicit connection between conditional probability and independence in two-way tables
  o See the explicit connection of probability to statistical inference and p-values
• Understand inferential reasoning through randomization and simulation
Conduct tests of significance and approximate p-values
Estimate population parameters and approximate margins of error

- Infer from small samples based on the binomial and hypergeometric distributions, calculating exact probabilities of possible outcomes
- Infer from large samples (using both confidence intervals and significance tests, as appropriate) for means and proportions based on the normal distribution of sample means and sample proportions
- Infer using the chi-square statistic for bivariate categorical data

Some of these topics in question formulation, data exploration, and informal inferential reasoning begin in middle-school curricula; however, they are further developed in the high-school setting with a view toward extending their use to new and deeper concepts such as study design, the normal distribution, standard deviation, correlation, and formal inference procedures based on sampling distributions. It is important to note that the probability topics listed here are the ones that are critical for understanding the statistical reasoning process, and are not intended to provide a full complement of probability topics that might be taught in a mathematics course on that subject. In fact, as will be expanded on below, many so-called statistics courses suffer from too much emphasis on probability.

**Recommendations for Prospective and Practicing Teachers**

*Program Recommendations for Prospective High-School Teachers*

For this data-analytic and randomization approach to teaching statistics, a traditional formula-oriented introductory statistics course is not appropriate for prospective teachers, because it emphasizes learning a set list of procedures over understanding statistical reasoning. Neither is the standard calculus-based introductory statistics and probability course designed to serve engineering and science majors in many institutions appropriate, because such courses tend to overemphasize probability theory and present a more theoretical development of statistical methods. The *GAISE College Report* ([www.amstat.org/education/gaise](http://www.amstat.org/education/gaise)) provides an excellent set of recommendations for an introductory statistics course (or courses) aimed toward statistical reasoning (GAISE Report Executive Summary pp. 2):

1. Emphasize statistical literacy and develop statistical thinking.
2. Use real data.
3. Stress conceptual understanding, rather than mere knowledge of procedures.
4. Foster active learning in the classroom.
5. Use technology for developing conceptual understanding and analyzing data.
6. Use assessments to improve and evaluate student learning.

The report also provides informed advice about how these recommendations can be realized, along with outcomes that are essential for statistical literacy. Such outcomes include believing and understanding that:

- Statistics begins with a question to investigate
- Data beat anecdotes
Variability is natural, predictable, and quantifiable
Association is not causation
Statistical significance does not necessarily imply practical importance, especially for studies with large sample sizes

In summary, this report recommends that prospective high-school teachers of statistics acquire their knowledge base through the following courses:

1. An introductory course that emphasizes a modern data-analytic approach to statistical thinking, a simulation-based introduction to inference using appropriate technologies, and an introduction to formal inference (confidence intervals and tests of significance)
2. A second course in statistical methods that builds on the first and includes both randomization and classical procedures for comparing two parameters based on both independent and dependent samples (small and large), the basic principles of the design and analysis of sample surveys and experiments, inference in the simple linear regression model, and tests of independence/homogeneity for categorical data
3. A statistical modeling course based on multiple regression techniques, including both categorical and numerical explanatory variables, exponential and power models (through data transformations), models for analyzing designed experiments, and logistic regression models

Each of the above courses should include the use of statistical software, provide multiple experiences with analyzing real data, and emphasize the communication of statistical results both orally and in writing.

Ideally, each of the first two courses should be taught with a pedagogical component for future teachers demonstrating effective methodologies for developing the subtle reasoning of statistics in students.

While a modern theory-based mathematical statistics course is appropriate for high-school teachers of the subject, especially for prospective teachers of AP Statistics, it is strongly recommended that it not be the only course exposing teachers to statistics in their curriculum. A theoretical course of this type should be taken after teachers develop an understanding of and appreciation for basic statistical reasoning experienced from an empirical perspective and have some experience with statistical modeling.

Professional Development Programs for High-School Teachers
Because of the new emphasis on statistics in the curriculum, high-school teachers currently teaching are in need of professional development opportunities that highlight the content and approach outline in the above. In general, any professional development in statistics should have teachers do the following:

- Use real data in an active learning environment
- Use dynamic statistical software or other modern appropriate technology
- Learn basic statistical concepts using randomization and simulation approaches
- Discuss potential student misunderstandings around each topic
• Understand how to use formative assessment effectively

**Illustrative Example**
The following example illustrates the complete statistical problem-solving process at the level expected of a high-school teacher. Additional examples are provided in Appendix 1.

*Scenario*
A student interested in the texting phenomenon among high-school students wants to study how many texts students in her school receive and send in a typical day. Encouraged to think a little deeper, though, the student decides she really wants to know more than, say, the average number of texts received and sent because she believes students tend to send fewer texts than they receive. Upon hearing of this study, a friend adds a second idea: “I’ll bet texting time cuts into homework time for students.”

*Formulate Questions*
By high school, students should be able to describe and develop their own statistical investigations, refining a general investigative idea into one or more clear statistical questions that can be answered through appropriately collected and analyzed data. High-school teachers must facilitate discussion of this key process so students see why and how a sound statistical analysis depends on good questions.

After some discussion of the first ideas with her teacher, the student decides on the following question:

*What is the relationship between number of texts received and number texts sent for students in my high school?*

Refining the second idea a bit, they come up with a second statistical question to investigate:

*What is the relationship between hours spent on homework per week and hours spent on texting per week for students in our high school?*

*Collect Data*
As always, good answers to these questions depend on getting good data from students on the number of texts received and sent on a typical day. Teachers must be prepared to help students design an appropriate data-collection procedure and carry out the study. In carrying out this study, teachers must guide students to think carefully about how to pose the survey questions to the participants and record the data collected in a manner that will facilitate the analyses.

Because of the large size and complexity of the student body and the limited time frame for the study, it was not feasible to ask each student in the school about their texting habits. So, the students, perhaps guided by discussion with the teacher, decided to design the study as a sample survey, taking a random sample of students from the school roster.
They determined that time constraints would allow them to locate and interview about 40 students on the day set aside for data collection. They designed the survey to ask:

*How many texts did you receive yesterday?*
*How many texts did you send yesterday?*
*How many hours do you spend texting in a typical week?*
*How many hours do you spend on homework in a typical week?*

Teacher preparation should include rich discussions about survey design and allow teachers time to carry out surveys, covering all for steps of the statistical reasoning process.

**Analyze Data**
Suppose the data generated by the student survey were the following:

<table>
<thead>
<tr>
<th>Gender</th>
<th>Text Messages Sent Yesterday</th>
<th>Text Messages Received Yesterday</th>
<th>Homework Hours (week)</th>
<th>Messaging Hours (week)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female</td>
<td>500</td>
<td>432</td>
<td>7</td>
<td>30</td>
</tr>
<tr>
<td>Female</td>
<td>120</td>
<td>42</td>
<td>18</td>
<td>3</td>
</tr>
<tr>
<td>Male</td>
<td>300</td>
<td>284</td>
<td>8</td>
<td>45</td>
</tr>
<tr>
<td>Female</td>
<td>30</td>
<td>78</td>
<td>3</td>
<td>8</td>
</tr>
<tr>
<td>Female</td>
<td>45</td>
<td>137</td>
<td>12</td>
<td>80</td>
</tr>
<tr>
<td>Male</td>
<td>0</td>
<td>93</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>Male</td>
<td>52</td>
<td>75</td>
<td>15</td>
<td>6</td>
</tr>
<tr>
<td>Male</td>
<td>200</td>
<td>293</td>
<td>14</td>
<td>10</td>
</tr>
<tr>
<td>Male</td>
<td>100</td>
<td>145</td>
<td>10</td>
<td>2</td>
</tr>
<tr>
<td>Female</td>
<td>300</td>
<td>262</td>
<td>3</td>
<td>83</td>
</tr>
<tr>
<td>Male</td>
<td>29</td>
<td>82</td>
<td>7</td>
<td>4</td>
</tr>
<tr>
<td>Male</td>
<td>0</td>
<td>80</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Male</td>
<td>30</td>
<td>99</td>
<td>15</td>
<td>5</td>
</tr>
<tr>
<td>Male</td>
<td>0</td>
<td>74</td>
<td>3</td>
<td>0.5</td>
</tr>
<tr>
<td>Male</td>
<td>0</td>
<td>17</td>
<td>28</td>
<td>0</td>
</tr>
<tr>
<td>Male</td>
<td>10</td>
<td>107</td>
<td>10</td>
<td>6</td>
</tr>
<tr>
<td>Female</td>
<td>10</td>
<td>101</td>
<td>9</td>
<td>3</td>
</tr>
<tr>
<td>Female</td>
<td>150</td>
<td>117</td>
<td>6</td>
<td>100</td>
</tr>
<tr>
<td>Female</td>
<td>25</td>
<td>124</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Male</td>
<td>1</td>
<td>101</td>
<td>7</td>
<td>1</td>
</tr>
<tr>
<td>Female</td>
<td>34</td>
<td>102</td>
<td>25</td>
<td>5</td>
</tr>
<tr>
<td>Male</td>
<td>23</td>
<td>83</td>
<td>7</td>
<td>10</td>
</tr>
<tr>
<td>Male</td>
<td>20</td>
<td>118</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Male</td>
<td>319</td>
<td>296</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>Female</td>
<td>0</td>
<td>87</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>Female</td>
<td>30</td>
<td>100</td>
<td>3</td>
<td>70</td>
</tr>
</tbody>
</table>
In looking for possible association between two numerical variables, it is best to begin with a scatterplot. Teachers should understand why scatterplots are the best choice to display the possible association between two numerical variables and be exposed to examining scatterplots that show strong association between variables as well as those that display weak associations between variables. In this context, teachers can discuss the difference between models that account for variation and models that are deterministic, bridging the concepts of finding the equation of a line and fitting a line to data with variation.

The least-squares regression equation for predicting Sent from Received is the solid line:

\[ Sent = -65 + 1.14 \times Received \]
The dashed line is the equation $\text{Sent} = \text{Received}$.

The plot shows a strongly positive linear trend with a least-squares regression line having slope close to 1 and a negative $y$-intercept, with an outlying point. The points show fairly even and relatively small variability around the line, with a correlation coefficient of about 0.9 (as calculated using statistical software). The plot also shows some curvature in the data, suggesting the relationship could be investigated with a more detailed model. Departures from a linear pattern can be seen more dramatically by studying the vertical differences (residuals) between the $y$-values predicted from the line and the actual data values. When the residuals are plotted against the original $x$-values, the shape of the plot shows some curvature, indicating a curved line (perhaps quadratic or exponential) would fit the data somewhat better than the straight line.

The scatterplot of text messaging hours versus homework hours shows a very weak negative trend influenced by a few large values in text messaging hours, with uneven variation around the line.
The least-square regression equation for predicting Homework from Messaging is:

\[ \text{Homework} = 9.8 - 0.04 \text{Messaging} \]

**Interpret Results**

As to the relationship between texts received and sent, there is a strong, positive linear association, as shown by evenly spread and relatively small residuals and a high correlation coefficient.

The plot shows a large cluster of points below the line between 60 and 120 texts received. The effect of this cluster is to pull the line toward them and thus increase the slope of the line. The effect of the extreme value at the upper right is to pull that end of the line upward, thus further increasing the slope.

If students sent and received the same number of text messages, the data would lie perfectly on a line through the origin with slope 1 (the dashed line on the scatterplot). The regression line has slope close to 1 but the \( y \)-intercept is at -65 and lies slightly below the Sent = Received line. Thus, if the regression line were used as a prediction equation, the predicted sent messages would be less than the received messages for the range of data seen here. This fact, plus the preponderance of points below either line, provides some evidence in support of the belief that students tend to send fewer texts than they receive. The evidence based on the regression line would be even stronger if the point on the right was discovered to be in error and removed from the data set. Teachers should be pushed to think about the effects of different points on the estimated equation, ensuring they go beyond merely interpreting the slope and \( y \)-intercept and begin to think about the effects of the data on the model.

A more basic question of statistical inference is, “Could the observed positive slope of this regression line have occurred simply by chance?” If, in fact, there is no relationship
between the two variables, then the observed pairings of the messages received and sent can be regarded simply as random occurrences. The question, then, is whether random pairings of these data could have produced the observed slope as a reasonably likely outcome. This question can be answered by simulating a distribution of slopes from random pairings of the observed data. Such a distribution of slopes from 500 randomizations, shown below, does not produce a single slope near the observed 1.14 (the largest is close to 0.8), which allows us to conclude that the observed positive slope cannot be explained by chance alone.

![Histogram of Slopes]

More formally, one can test the hypothesis that the true slope of the regression line is zero (no positive linear association) by conducting a $t$-test. The $t$-value is 12.2, indicating that if the true slope is 0, the sample slope of 1.14 is 12.2 standard errors above 0. The chance of having a slope of 1.14 or more given the true slope is 0 (the $p$-value) is about 0.0001 (very small!). Thus, there is strong evidence to reject the hypothesis that the true slope of the regression line is zero and conclude there is a statistically significant positive relationship between texts sent and texts received. High-school teachers should be able to connect the simulation outcomes to the hypothesis test outcomes and show sound understanding of the information that each is giving about the significance of the relationship between the $x$ variable and $y$ variable in the model.

As to the question about the relationship between text messaging hours and homework hours, the texting time appears to have little, if any, association with homework time, in large measure because so many of the homework hours are low, regardless of the texting time. The five data points with texting hours per week at 60 or above may raise suspicions of inaccuracy in the reported data, providing opportunity for the teacher to emphasize the importance of checking data for accuracy (part of “cleaning” the data). If these points were found to be in error and removed, the regression line would have a slope even closer to zero. In short, these sample data provide little evidence of association between texting hours and homework hours. In fact, using a $t$-test, the corresponding $p$-
value for observing a sample slope of -0.04 or one more extreme if the true slope is equal
to zero is 0.31 (relatively large!). It is plausible the true slope is zero, indicating no
significant relationship between texting hours and homework hours.

Further study of these data could shed light on whether the patterns seen above persist for
males and females separately.
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Chapter 7

Assessment

To promote development of teachers’ statistical knowledge and evaluate the effectiveness of instruction, it is important teachers be assessed in a manner that is appropriately aligned with the objectives detailed in this report. Although there are different ways of viewing assessment (formative, summative, etc.), this chapter focuses only on presenting examples of assessment items intended to measure conceptual understanding at all stages of the statistical problem-solving process. These items take into consideration the distinction between mathematical and statistical thinking, noting that statistical thinking is inextricably linked to context and variability plays a role in each component of the statistical problem-solving process.

Although this report focuses on the statistical education of teachers, many of the same issues apply when assessing either students’ or teachers’ understanding of statistics. Regardless of age, learners introduced to statistics encounter the same principal concepts. Thus, discussions of assessment in statistics are not specific to a particular age group (Gal and Garfield, 1997). Further, because teachers assess students in their own classrooms and are evaluated based on students’ performance on large-scale assessments, issues related to assessment of students are particularly relevant to teachers.

Despite calls from the statistics education community for greater emphasis on concepts (e.g., ASA, 2005; Cobb, 1992), large-scale assessment still predominantly assesses procedural competency. Many items classified as statistics items on current large-scale standardized assessments focus on rote computations and fail to assess statistical reasoning (Gal and Garfield, 1997). However, efforts are being made to develop and promote both large- and small-scale assessments that align with objectives central to the discipline of statistics.

For example, the stated goal of the Assessment Resource Tools for Improving Statistical Thinking (ARTIST) project is “to help teachers assess statistical literacy, statistical reasoning, and statistical thinking of students in first courses of statistics.” The Levels of Conceptual Understanding in Statistics (LOCUS) project has developed items and instruments that assess statistical understanding as articulated in the GAISE report. One goal of the project—Broadening the impact and evaluating the effectiveness of randomization-based curricula for introductory statistics—is to facilitate assessment of introductory statistics courses to better understand student learning in “traditional” and randomization-based courses. The team has developed a pre-test and post-test composed of multiple-choice questions that assess conceptual understanding and student attitudes.

---

6 Visit https://apps3.cehd.umn.edu/artist for more information about this project. This project is funded by the National Science Foundation (NSF CCLI-ASA-0206571).
7 Visit locus.statiqueseducation.org for additional sample items and more information about this project. This project is funded by the National Science Foundation (DRL-1118168).
8 This project is funded by the National Science Foundation (DUE-1323210).
toward statistics; additionally, they have shared conceptual questions to be used over the course of the semester.

**Examples of Assessment in Statistics**
In this section, items from traditional large-scale assessments, which tend to assess procedural competency, will be contrasted with items from projects that model sound assessment in statistics. The discussion highlights items that emphasize conceptual understanding, statistical thinking, and the statistical problem-solving process.

**Assessing Procedural Competency**
The California Department of Education released several examples that illustrate the way statistics is assessed on the California Standards Test, including the Grade 7 Mathematics item\(^9\) shown in Figure 1.

![Figure 1](link_to_image)

Of the six sample items released that illustrate assessment of statistics, data analysis, and probability at grade 7, five items ask students to find a median. California is not alone in over-representing the median at the expense of other statistical topics. For example, the statistical items provided as examples on the Grade 8 Florida Comprehensive Achievement Test version 2.0 all involve students finding the median\(^10\). Furthermore, these items typically do not require conceptual understanding of the median and its role in the statistical problem-solving process, but instead emphasize computation. The item shown in Figure 1 does not require any understanding of why a median would be chosen as a measure of center or how the median might useful in analyzing the basketball player’s performance.

**Assessing Conceptual Understanding**
Contrast the item in Figure 1 with an item from the LOCUS project, shown in Figure 2.

Carlton found data on the percent of area that is covered by water for each of the 50 states in the U.S. He made the dotplots below to compare the distributions for states that border an ocean and states that do not border an ocean.

---


Which of the following is the best statistical reason for using the median and interquartile range (IQR), rather than the mean and standard deviation, to compare the centers and spreads of these distributions?

(A) The mean and standard deviation are more strongly influenced by outliers than the median and IQR.

(B) The median and IQR are easier to calculate than the mean and standard deviation.

(C) The two groups contain different numbers of states, so the standard deviation is not appropriate.

(D) The two distributions have the same shape.

**Figure 2**

The item in Figure 2 assesses understanding of numerical summary statistics; however, test-takers are not required to make any calculations. Instead, the item assesses the ability to identify the more appropriate numerical summaries for the data based on properties of the distributions being compared. Considering the shapes of the distributions displayed, test-takers must recognize that the mean and standard deviation are more strongly influenced by outliers. Thus, the median and IQR are the more appropriate numerical summaries for these data. Identifying the most appropriate summaries of data based on
properties of the distributions requires deeper conceptual understanding of statistics than rote calculation.

Assessment of conceptual understanding is also important for more advanced statistical concepts. Figure 3 illustrates an item created by Tintle et al. as part of the NSF-funded project Broadening the Impact and Evaluating the Effectiveness of Randomization-Based Curricula for Introductory Statistics.

With movie-viewing-at-home made so convenient by services such as Netflix, Pay-per-view, and Video-on-demand, do a majority of city residents now prefer watching movies at home rather than going to the theater? To investigate, a local high-school student, Lori, decides to conduct a poll of adult residents in her city. She selects a random sample of 100 adult residents from the city and gives each participant the choice between watching a movie at home or the same movie at the theater. She records how many choose to watch the movie at home.

After analyzing her data, Lori finds that significantly more than half of the sample (p-value 0.012) preferred to watch the movie at home. Which of the following is the most valid interpretation of Lori’s p-value of 0.012? (Circle only one.)

(A) A sample proportion as large as or larger than hers would rarely occur.
(B) A sample proportion as large as or larger than hers would rarely occur if the study had been conducted properly.
(C) A sample proportion as large as or larger than hers would rarely occur if 50% of adults in the population prefer to watch the movie at home.
(D) A sample proportion as large as or larger than hers would rarely occur if more than 50% of adults in the population prefer to watch the movie at home.

Figure 3

Instead of simply assessing the ability to calculate a p-value, this item requires conceptual understanding of statistical significance—the notion that results found to be statistically significant are unlikely to have occurred by chance alone. More specifically, the item in Figure 3 requires the test-taker to recognize that p-values are calculated under the assumption that the null hypothesis is true (in this case, under the assumption that 50% of adults in the population prefer to watch the movie at home).

Assessing Statistical Thinking
As discussed elsewhere in this report (chapters 1 and 3), there are substantive differences between statistical thinking and mathematical thinking. In particular, statistical thinking recognizes the need for data, the importance of data production, and the omnipresence of variability (Wild and Pfannkuch, 1999). However, many assessment items that involve exploring data and data displays primarily measure mathematical thinking, not statistical thinking.
For example, the item\(^\text{11}\) in Figure 4 is from the Praxis Series Middle School Mathematics Assessment, which is required for teacher licensure in more than 40 states and U.S. territories.

![Figure 4](image)

Although data for Figure 4 are displayed in a circle graph, the item requires only mathematical thinking (use of percents or ratios to answer a deterministic question). The correct answer (D) can be calculated using the fact that the ratio of plastics to paper in the trash is 8% to 40% or 1 to 5, which is equivalent to a ratio of 12 tons to 60 tons. This solution does not require any consideration of why the data are of interest, how the data were produced, or how these sample percentages might compare with population percentages. Contrast the item shown in Figure 4 with the LOCUS item in Figure 5.

A 13-year study of 1,328 adults randomly selected from a population carefully monitored the personal habits and health conditions of participants. Personal habits included tobacco use and coffee consumption. Health conditions included incidence of stroke. Which of the following questions about this population CANNOT be answered using data from this study?

(A) Are coffee drinkers more likely to smoke than adults who do not drink coffee?
(B) Does coffee consumption cause a reduction in the incidence of stroke?
(C) Do coffee drinkers have fewer strokes than adults who do not drink coffee?
(D) What percentage of the population are coffee drinkers?

---

The item in Figure 5 requires statistical thinking. Test-takers are expected to make connections between the statistical question, how the data were collected, and how the results should be interpreted. In particular, the item requires test-takers to identify statistical questions that can and cannot be answered using data from a sample survey involving randomly selected participants. The data are appropriate for answering all questions presented except choice (B). Cause-and-effect conclusions are only appropriate based on data from experiments with random assignment.

Another important aspect of statistical thinking is a questioning attitude toward statistical claims, such as those presented in the media (Watson, 1997). Watson (1997) presented the following open-ended formative assessment item, which allows students and teachers to “demonstrate statistical understanding and questioning ability which would not be possible in a multiple-choice format” (p. 5). Figure 6 illustrates the relationship between a sample (poll conducted in Chicago) and a population (inference made about all U.S. high-school students), although these statistical terms are not explicitly mentioned.

“ABOUT 6 in 10 United States high-school students say they could get a handgun if they wanted one, a third of them within an hour, a survey shows. The poll of 2,508 junior and senior high-school students in Chicago also found 15 percent had actually carried a handgun within the past 30 days, with 4 percent taking one to school.”

(a) Would you make any criticisms of the claims in this article?
(b) If you were a high-school teacher, would this report make you refuse a job offer somewhere else in the United States, say Colorado or Arizona? Why or why not?

Figure 6

Watson (1997) reports that some test-takers respond to the first question with criticism of the implications of the article’s claims, while others recognized the sample might not be representative of the population. The geographical cues in the second part of the question provide another opportunity to recognize the sampling issue. In general, assessment items using the media provide a means to assess statistical thinking as it occurs outside the classroom.

Assessing the Statistical Problem-Solving Process
The items previously presented emphasize various components of the statistical problem-solving process: formulating questions, collecting data, analyzing data, and interpreting results. In practice, the components of the process are inter-related, so it is often expedient to use items that address more than one component. Free-response items can be useful for assessing statistical thinking across the statistical problem-solving process. For example, consider the LOCUS item\(^ {12}\) shown in Figure 7.

---

\(^{12}\)An article published in Statistics Teacher Network discusses test-taker responses to this item: www.amstat.org/education/stn/pdfs/stn83.pdf.
The city of Gainesville hosted two races last year on New Year’s Day. Individual runners chose to run either a 5K (3.1 miles) or a half-marathon (13.1 miles). One hundred thirty four people ran in the 5K, and 224 people ran the half-marathon. The mile time, which is the average amount of time it takes a runner to run a mile, was calculated for each runner by dividing the time it took the runner to finish the race by the length of the race. The histograms below show the distributions of mile times (in minutes per mile) for the runners in the two races.

(a) Jaron predicted that the mile times of runners in the 5K race would be more consistent than the mile times of runners in the half-marathon. Do these data support Jaron’s statement? Explain why or why not.

(b) Sierra predicted that, on average, the mile time for runners of the half-marathon would be greater than the mile time for runners of the 5K race. Do these data support Sierra’s statement? Explain why or why not.

(c) Recall that individual runners chose to run only one of the two races. Based on these data, is it reasonable to conclude that the mile time of a person would be less when that person runs a half-marathon than when he or she runs a 5K? Explain why or why not.

Figure 7

Parts (a) and (b) of the item shown in Figure 7 require test-takers to analyze data by comparing average mile times and variability in mile times for runners in two races. Specifically, test-takers should explain that the data presented in the histograms do not support Jaron and Sierra’s predictions: the mile times of runners in the 5K are actually more variable than the mile times of runners in the half-marathon, and on average, the mile times of runners in the half-marathon are shorter than the mile times of runners in the 5K. To receive full credit, responses must include explanations based on the graphical displays. Part (c) asks for an interpretation of results that requires consideration of how the data were collected and what statistical questions can be answered based on the data. Test-takers should recognize that the way people were “assigned” to one race or the other has implications for the conclusions that can be drawn. Because people chose which race to run (and that choice was likely based on running ability), we should not conclude that an individual person’s mile time would be less when that person runs a half-marathon than when he or she runs a 5K.
Even well-written free-response items are limited as assessments of the statistical problem-solving process because the research topic and/or structure of the analysis are provided in the item. An alternative way to emphasize the statistical problem-solving process in assessment is through projects that allow teachers to carry out the process from beginning to end. After choosing a research topic, teachers formulate a statistical question that anticipates variability, collect data appropriate for answering the question posed, analyze the data using graphical displays and other statistical methods, and interpret results in a manner appropriate for the data collected. Projects are an especially appropriate means of assessment for teachers, as they will be responsible for leading their students through the entire statistical problem-solving process.

Implications for Statistical Education of Teachers
Assessment plays an important role in the statistical education of teachers. If assessments are well designed, they direct teachers’ focus to the central aspects of the course such as understanding key concepts, statistical thinking in light of variability, and carrying out the statistical problem-solving process. Further, as courses aimed at preparing teachers of statistics are being created or revamped in response to new standards, valid assessment tools are needed to evaluate the impact of instruction.

The assessments used by teacher educators are particularly important as they are likely to affect what teachers will value and how they will assess their own students. Because quality assessment of statistical content is comparable for teachers and students, instructors of pre-service and in-service teachers have the opportunity and responsibility to model effective assessment.

Finally, because teacher evaluation systems in many states are based on student performance on standardized assessments, assessments naturally influence classroom instruction. Thus, it is critical that large-scale assessments evaluate statistics in a manner aligned with the values of the discipline and the objectives articulated in K–12 standards. Teacher-educators and policy makers should advocate for instruments that provide valid and reliable measures of statistical understanding. These standardized assessments have the potential to reinforce or undermine the efforts of programs that prepare teachers of statistics.
Chapter 8

Overview of Research on the Teaching and Learning of Statistics in Schools

The prior chapters of this report articulate and outline specific recommendations about teacher preparation in statistics at the different grade levels. The discussion of the research on the teaching and learning of statistics presented in this chapter provides a starting point to inform those implementing the recommendations on how specific topics within the recommendations can be approached and taught.

Despite significant attention given to teacher education in mathematics (Ball, 1991; Ball and Bass, 2000; Franke et al., 2009; Hill and Ball, 2004), few research-based guidelines are in place concerning what teachers need to know to teach statistics effectively. Although still an emerging field, some research does exist on student learning of statistics, teacher understanding of statistics, and teacher preparation in statistics. Furthermore, several expository pieces have been published highlighting ideas and advances in the field. The goal of this chapter is to present a brief overview of what is known and not known from the research on the teaching and learning of statistics in PreK–12. An example of a more complete review of the literature on research on statistics learning and reasoning can be found in Shaughnessy (2007).

Research on Differences Between Mathematical and Statistical Thinking and Reasoning

Research in statistics education has prompted growing recognition of the differences between mathematical thinking and statistical thinking (Groth, 2007; Hannigan, Gill, and Leavy, 2013). For example, statistical thinking involves recognition of the need for data, the importance of data production, and the omnipresence of variability. Various models of student learning in statistics have been constructed in the literature emphasizing the need to reason in the presence of variability (Ben-Zvi and Friedlander, 1997; Jones et al. 2004; Hoerl and Snee, 2001; Wild and Pfannkuch, 1999). The development of statistical thinking must begin with a problem one seeks to answer through the use of data. This process of sifting through data to answer a problem is analytical by nature and involves constant evaluation in relation to the question being answered (Wild and Pfannkuch, 1999).

Hannigan, Gill, and Leavy (2013) conducted a study of prospective mathematics teachers using the Comprehensive Assessment of Outcomes in a First Statistics (CAOS) course test and found that, despite the prospective teachers having strong mathematics abilities, their results were not significantly better than those of students from nonquantitative disciplines. Based on these results, the authors suggest “statistical thinking is different from mathematical thinking and that a strong background in mathematics does not necessarily translate to statistical thinking” (p. 446). They note that this finding has implications for teacher preparation, as it should not be assumed teachers can transfer their knowledge of mathematics to statistics in ways that will allow them to meet the increased expectations for teaching statistics.
Research on Student Statistical Learning
Several studies and expository articles have focused on the nature of students’ statistical thinking (Saldanha and Thomson, 2002; Mokros and Russell, 1995; Cobb, McClain, and Gravemeijer, 2003; delMas, 2004; Jones, Langrall, and Mooney, 2007). Such papers have identified topics and concepts that are difficult for students to learn and have suggested potential pedagogical approaches that may help facilitate the teaching of specific concepts (Garfield and Ben-Zvi, 2008; Bakker, 2004; Gil and Ben-Zvi, 2011; Lehrer, Kim, and Schauble, 2007; Dierdorp, Bakker, Eijkelhof, and Maanen, 2011). Often, students learning statistical concepts rely on computational methods to solve problems without understanding the statistical ideas being discussed (Chervany et al., 1977; Stroup, 1984).

Several studies document the difficulties that arise with introductory concepts such as interpreting graphs and finding descriptive statistics such as measures of center and spread (e.g., Mokros and Russell, 1995; Cai, 2000; Capraro, Kulm, and Capraro, 2005; Friel, Curcio, and Bright, 2001; Konold and Pollatsek, 2002; Watson and Mortiz, 2000; Well and Gagnon, 1997) and with more complex concepts such as sampling methods, study design, and sampling distributions (e.g., Saldanha and Thomson, 2002; Cobb and Moore, 1997; Groth, 2003; Shaughnessy, 2007; Shaughnessy, Ciancetta, and Canada, 2004; Watson and Moritz, 2000). For example, Lehrer, Kim, and Schauble (2007) worked with 5th- and 6th-grade students to “invent” and revise data displays, measures of center and variability, and investigating models of chance to account for variability. They found that when students developed their own measures of center and precision, they better understood how such measures related to a distribution.

A number of studies have found that students often have difficulty dealing with and accepting variability, despite the fundamental importance of this concept in statistics (Ben-Zvi and Garfield, 2004; Utts, 2003; Cobb, McClain, and Gravemeijer, 2003; delMas et al., 2007; Shaughnessy et al., 2004; Watson, Kelly, Callingham, and Shaughnessy 2003). The 2004 November issue of the Statistics Education Research Journal (SERJ) was dedicated to research discussing student conceptions of variability. Pfannkuch (2004) identified three themes that emerged from the studies contained in the special issue. First, thinking tools such as tables, graphs, and data visualization software (dynamic statistical software) used by students are linked to reasoning about the variation observed. Second, reasoning about variability is integral to all stages of the statistical problem-solving process. Third, reasoning about variability is essential for both exploratory data analysis and classical inference.

Other studies also explore student understanding of variability. For example, Bakker (2004) used a design-research approach to test two instructional activities with 30 8th-grade students to see how students with little statistical background reason about sampling variability and data. Their results showed that using activities geared toward eliciting diagrammatic reasoning—such as making a diagram, experimenting with the diagram, and reflecting on the results—provided opportunities to promote student reasoning in meaningful ways.
Student learning related to other important topics in the PreK–12 statistics curriculum such as association among variables, both quantitative and categorical, also have been documented in research. Batanero, Estepa, Godino, and Green (1996) examined students’ conceptions of association in 2x2, 2x3, and 3x3 contingency tables. The authors characterized three incorrect conceptions of association—a determinist conception (students only consider variables dependent when there are no exceptions), a unidirectional conception (students only consider variables dependent when they are positively associated), and a localist conception (students use only part of the data in the table).

With respect to quantitative variables, research shows students have difficulty understanding that plotting points on a Cartesian graph can show the relationship between two variables (Bell, Brekke, and Swan, 1987). Secondary students have difficulty seeing overall patterns in the data when asked to read a scatterplot. This difficulty might stem from students tending to perceive data as a series of individual cases (case-oriented view), rather than as a whole with “characteristics that are not visible in any of the individual cases” (aggregate view) (Bakker, 2004, p. 64). Estepa and Batanero (1996) documented the prevalence of the case-oriented view by observing students reading scatterplots to judge associations between quantitative variables. Further, they noted students only detect a linear relationship when the correlation is strong.

Students also exhibit difficulty when using a line of fit to model data and when making predictions. Some conceptions cited in the literature are that the line should go through the maximum number of points possible, the line must go through the origin, there must be the same number of points above and below the line, the line must pass through the left-most and right-most points or the highest and lowest points on the scatterplot, or the line must be placed visually close to a majority or cluster of the points (Sorto, White, and Lesser, 2011). In his study of student understanding of covariation, Moritz (2004) found students often focused on a few points or a single variable, rather than bivariate data, and based judgments on prior beliefs instead of data.

Dierdorp, Bakker, Eijkelhof, and Maanen (2011) presented results from a teaching experiment with 12 11th-grade Dutch students. They found that implementing a teaching and learning strategy that focused around tasks inspired by authentic problems supported students’ learning about correlation and regression. Tasks that required students to collect and model their own data increased their need and desire for finding their own solutions and extending their knowledge.

To help address student difficulties with statistical learning, researchers have suggested particular instructional approaches that lead students “to become aware of and confront” their misunderstandings (Garfield, 1995, p. 31). It is thus important to design activities and lessons that address and bring to the surface potential issues. For example, students could be asked to make guesses or predictions about data and random events and then compare their predictions to their findings (delMas, Garfield, and Chance, 1999; Garfield, 1995).
Shaughnessy (2007) noted that letting students engage with exploratory, open-ended tasks that ask students “what do you notice?” and “what do you wonder about?” prompts them to think more deeply about variability in data. To better understand variability, McClain, McGatha, and Hodge (2000) commented that students need opportunities to explain their reasoning and methods when dealing with variation. To improve conceptual understanding of descriptive statistics, Watson and Mortiz (2000) noted that instead of asking students to merely apply algorithms to summarize data, students must be presented with learning experiences that necessitate the representation of data with a single summary value. To counter difficulties in the analysis of association between variables, Moritz (2004) recommended that instruction build on students’ existing reasoning by graphing and verbalizing covariation in familiar contexts even before introducing graphing conventions.

Other studies also have documented the importance of working through informal reasoning prior to introducing more formal statistical concepts for the development of statistical understanding of difficult topics by students. For example, Gil and Ben-Zvi (2011) studied the role of explanation in developing informal inferential reasoning (IIR) through a case study of two small groups of 6th-grade students. They identified four types of explanations in students’ development of IIR: descriptive, abductive, reasonableness, and conflict resolution. These modes of explanation enabled students to make sense of sample data, made students aware of context surrounding the statistical investigations they were carrying out, and offered a way to resolve conflicts between what the students expected to see in the data and what they actually saw. They concluded teaching approaches that encourage explanation can support the development of IIR.

Cobb, McClain, and Gravemeijer (2003) designed an experiment in an 8th-grade classroom lasting 14 weeks (41 sessions) to study student learning trajectory for covariation. The learning trajectory was developed and tested through a series of mini-cycles in which the research team would conjecture about student learning, design the teaching, and debrief after a class session to help sequence the next session. An important result from the work was highlighting the importance of exploratory data analysis (EDA) prior to engaging students in more formal statistical inference.

McClain and Cobb (2001) report on findings from two teaching experiments conducted with 7th- and 8th-grade students. The goal of this study was to explore ways to support students in developing a view of data sets as a distribution. They found that guiding students through discussions about the data-generating process and instilling classroom norms that required students to explain and justify their thoughts enabled them to focus on ways to organize data to develop arguments.

Several studies, many already mentioned, have pointed out the benefits of using dynamic statistical software in instruction (Watson and Donne, 2009; Konold, 2007). For example, Ben-Zvi, Aridor, Makar, and Bakker (2012) studied 5th-grade students in an inquiry-based classroom working on a growing samples activity (Konold and Pollatsek, 2002; Bakker, 2004; Ben-Zvi, 2006) with the use of statistical software Tinkerplots. While students initially tended to make statements that either expressed extreme confidence
about results or that nothing could be concluded, students later entered a second phase in which they were able to make middle-ground probabilistic statements more easily. The authors attribute these advances to the design of the activity and the use of Tinkerplots by students.

Lehrer, Kim, and Schauble (2007) also used Tinkerplots with their students and noted the students, through the employment of the statistical software, were quickly able to explore their “invented” measures and understand whether they provided insightful information about the data. The software also gave students a tool to quickly investigate different scenarios of chance.

Ben-Zvi (2000) discusses how the use of powerful technological tools can shift activities to higher cognitive levels, change the objectives of an activity, provide access to graphics and visuals, and focus activities on transforming and analyzing representations for students. He discusses several statistical software packages and the advantages each provides.

In a book chapter, Biehler, Ben-Zvi, Bakker, and Makar (2013) discuss how technology can enhance student learning. They examine how features of dynamic software such as Tinkerplots and Fathom can facilitate student understanding. Software can aid students in exploratory data analysis help develop students’ aggregate view of data.

As these examples illustrate, the research on student learning of statistics has implications for teaching, which has implications for the statistical education of teachers. Overall, the research has shown the importance of data exploration in informal ways, the importance of technology in furthering student understanding, and the importance of designing activities that foster students’ statistical reasoning. The recommendations put forth for teacher preparation in this report align with this research base as they recommend courses for teachers focused on data exploration aided by the use of technology.

**Research on Teacher Statistical Learning**

Historically, teacher preparation programs have not adequately developed the statistical content knowledge necessary for effective teaching of statistics in PreK–12. Rubin, Rubin, and Hammerman (2006) found that teachers’ statistical thinking is not substantially different than students’ statistical thinking. Like their students, teachers have gaps in their understanding of several basic concepts in statistics (Callingham, 1997; Greer and Ritson, 1994) as well as more complex concepts such as covariation and regression (Engel and Sedlmeier, 2011; Casey and Wasserman, 2015).

For example, the teachers studied by Jacobbe and Horton (2010) were successful at reading data from graphical displays, but unsuccessful with questions that assessed higher levels of graphical comprehension. While most pre-service and in-service teachers can compute measures of center, many lack a conceptual understanding of what the measures of center represent (Groth and Bergner, 2006; Jacobbe, 2012; Leavy and O’Laughlin, 2006).
Teachers also experience difficulty with the concept of variability. For example, Hammerman and Rubin (2004) noted that secondary teachers involved in professional development discussed the variation in distributions using only segments and slices of the distributions and not the entire picture. Confrey and Makar (2002) discussed similar results with middle-school teachers, who examined variation in distributions by focusing on single points instead of the distribution as a whole.

Similarly, Makar and Confrey (2004) gave in-service secondary teachers student performance data and asked them to compare performance between different types of students. Only a few teachers were able to make comparisons by discussing the variation in the distributions; most teachers focused on a single summary such as the mean or made a very general statement about passing rates. In addition, Hannigan et al. (2013) indicated that the prospective teachers in their sample had particular difficulties with sampling variability. Bargagliotti et al. (2014) also noted several misunderstandings in-service teachers had about sampling variability, such as believing repeated samples were necessary to make inferential statements using sampling distributions.

In a 2013 study, Peters offered insights into factors that may lead teachers to understand variation. Peters examined the learning of five AP Statistics teachers and explored how reflection and discourse, data circumstances that trigger dilemmas, retrospective methods, and teacher education play a role in teachers’ development of understanding statistical variation. Peters noted how teachers have a strong desire for an overarching content framework, such as the statistical process noted in this report and in GAISE. Additionally, she highlighted how reflection, triggers, and retrospective methods allow teachers to obtain deeper understanding of variation.

Other studies also offered insights into increasing teacher understanding. For example, while studying 56 high-school teachers working on activities centered on comparing distributions and randomization testing, Madden (2011) found that statistically provocative, technologically provocative, and contextually provocative tasks might increase teacher engagement in informal inferential reasoning (IIR).

Leavy, Hannigan, and Fitzmaurice (2013) interviewed nine teachers at length to explore the factors influencing teachers’ attitudes toward statistics. They found mathematics teachers perceive statistics as difficult to learn for reasons that include the uniqueness of statistical thinking and reasoning and the role of context and language in statistics.

Watson (2002) discussed an instrument developed to profile teacher understanding and teaching needs for probability and statistics. In administering this instrument to 43 primary and secondary teachers in Australia, she found that primary teachers taught many activities related to data and chance to their students; however, the lessons did not lead to a coherent overall program. While the secondary teachers exhibited more coherent curriculum in their lessons, the lessons remained theoretical and teachers did not introduce activities, such as simulations, that would help students visualize the theory. Teacher educators must consider these issues as they carefully plan to implement the recommendations put forth in this report.
Research on Teacher Preparation in Statistics
The emphasis on statistics at the pre-college level demands a targeted effort to improve the preparation of pre-service teachers and provide quality professional development for in-service teachers. Pfannkuch and Ben-Zvi (2011) stated that statistical courses for teachers should be developed around five major themes: (1) developing understanding of key statistical concepts, (2) developing the ability to explore and learn from data, (3) developing statistical argumentation, (4) using formative assessment, and (5) learning to understand students’ reasoning. The goals of such a course should be to offer good statistical content training for teachers; discuss student reasoning and how to build and scaffold students’ conceptions; and understand curricula, technology, and sequences of instructional activities that build students’ conceptions across grade levels.

By analyzing online discourse among teachers, Groth (2008) concluded that teachers’ perceptions, interpretations, and understanding of the GAISE report guidelines might influence their classroom delivery of the content. Based on these findings, Groth indicated teacher understanding and choices can influence the statistics education experience of students in the classroom.

To affect teacher practice and ensure that practice is effective, a curriculum for teachers must incorporate aspects of both statistical content knowledge and specialized teaching knowledge (Shulman, 1986). Building on the Mathematical Knowledge for Teaching (MKT) framework of Ball, Hill, and Bass (2005), Groth (2013) separated Statistical Knowledge for Teaching (SKT) into Subject Matter Knowledge and Pedagogical Content Knowledge. Each is then subdivided further into three categories. For example, Subject Matter Knowledge includes content knowledge specialized for teaching, while Pedagogical Content Knowledge includes knowledge about curriculum. Furthermore, Groth connected ideas of Pedagogically Powerful Ideas (Silverman and Thompson, 2008) and Key Developmental Understandings (Simon, 2006) to SKT. Within his SKT framework, Groth highlighted several examples in which statistical and mathematical reasoning differ.

Currently, few research-based courses for prospective teachers or professional development workshops are documented and offered specifically to prepare individuals to teach statistics (Bargagliotti et al., 2014; Garfield and Everson, 2009; Gould and Peck, 2004). Due to the meager offerings of specialized courses or programs, teachers are not to blame for their lack of preparation to teach statistical concepts effectively. Instead, research points to the vital need for teacher preparation programs that adequately address the statistical preparation of teachers.

The work of Heaton and Mickelson (2002, 2004) examines the collaborative efforts of a mathematics educator and statistician to help prospective elementary teachers develop statistical knowledge by incorporating statistical investigation into existing elementary curricula. The collaboration offers insight into pre-service teachers’ statistical and pedagogical content knowledge based on their application of the process of statistical investigation themselves and with children.
Groth (2007) called for new kinds of statistics courses geared toward expanding statistical knowledge for teaching. Such knowledge should include not only statistical content knowledge (Cobb and Moore, 1997), but also discussions of best practices in teaching statistics and common student difficulties in learning statistics.

Shaughnessy (2007) described the critical need for professional development, saying, “Our teaching force is undernourished in statistical experience, as statistics has not often been a part of many teachers’ own school mathematics programs” (p. 959). Franklin and Kader (2010) noted it is important for teachers to not only be familiar with the statistical content they teach, but also have a sound understanding of how their grade-level content fits with the statistics concepts taught in the grade levels below and above theirs.

Furthermore, the 2013 ASA and NCTM joint position statement advises, “The need is critical for high-quality pre-service and in-service preparation and professional development that supports pre-K–12 teachers of mathematics, new and experienced, in developing their own statistical proficiency” (ASA-NCTM, 2013, p. 1).

Conclusions
As the field of statistics education research develops, it is helpful to document ways to develop student and teacher statistical thinking. As noted above, several research studies and conference proceedings papers and expository pieces have focused on the types of issues that emerge while teaching and learning statistics in PreK–12 and in teacher preparation. In general, teacher preparation programs need to provide courses that align with research and give pre-service teachers opportunities to engage in the statistical investigative process as suggested throughout this report. Professional development should consider the research base outlined in this chapter to guide the development of statistical topics. Furthermore, as curricula, lesson plans, and strategies are developed (for example, see lesson plans at www.amstat.org/education/stew and strategies such as learning trajectories outlined, for example, by Bargagliotti et al. 2014; Makar and Confrey, 2007; Makar, 2008; Cobb, McClain, and Gravemeijer, 2003), subsequent robust statistical studies are needed to test the effects on student and teacher statistical understanding. Studies, both large and small scale, linking teacher understanding to student understanding are also necessary.
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Chapter 9

Statistics in the School Curriculum: A Brief History

Increasing importance has been placed on data analysis in the United States during the recent decade. Data-driven decision making and statistical studies have drawn interest from the general population and policymakers, as well as businesses and schools. Influenced by this new emphasis, data analysis has become a key component of the PreK–12 mathematics curricula across the country. For example, the number of students taking AP Statistics increased from 7,500 in 1997 to 169,508 in 2013 (College Board, 2013) and statistics content is appearing in most state curriculum guidelines. As statistics is receiving ever-increasing prominence in the PreK–12 curriculum, it is of paramount importance that it also gains prominence in teacher education programs.

As sound teacher education should include an appreciation of history, this chapter presents a review of the history of statistics education in PreK–12, with material adapted from Scheaffer and Jacobbe (2014).

The Early Years: 1920s–1950s

The notion of introducing statistics and statistical thinking into the school mathematics curriculum has a long and varied history of nearly a century. In the 1920s, as the United States was becoming ever more rapidly an industrialized urban nation (even introducing statistical quality control in manufacturing), proposed changes in the school mathematics curriculum were often cast in the framework of making mathematics more utilitarian and thus broadening the scope of its appeal. Among the recommendations found in The Reorganization of Mathematics in Secondary Education, a 1923 report by the relatively new Mathematical Association of America (MAA) (National Committee on Mathematical Requirements 1923), were that statistics be included in the junior-high school curriculum (grades 7, 8, and 9), more from a computational than an algebraic point of view, and that a course in elementary statistics be included in the high-school curriculum.

Those advocating for change in mathematics education were mathematicians and mathematics educators, and their proposals for statistics were heavily mathematical and probabilistic. Among this group, however, were some statisticians. One of the first statisticians to enter the discussions on school curriculum changes was Helen Walker, who taught statistics at Columbia University Teacher’s College from 1925 to 1957 and who served as president of the American Statistical Association (ASA) in 1944 and president of the American Educational Research Association (AERA) in 1949-1950. Viewing statistics as a service to the welfare of society, she argued for its inclusion in the high-school curriculum as an essential public need.

Any one vitally concerned with the teaching of high-school pupils and observant of the rapidly growing public need for some knowledge of quantitative method in social problems must be asking what portions of statistical method can be brought within the comprehension of high-school boys and girls, and in what way these can best be presented to them. (Walker, 1931, p. 125)
The years of WWII and its aftermath were a boon for statistics, in both research and education. In “Personnel and Training Problems Created by the Growth of Applied Statistics in the United States,” the National Research Council’s (NRC) Committee on Applied Mathematical Statistics stated that “definite advantages would result if certain aspects of elementary statistics were effectively taught in the secondary schools” (NRC, 1947, p. 17). The committee further explained that progress in teaching statistics (both high school and college) was hindered by a shortage of adequately prepared teachers. This problem remains to this day and is the primary reason for this report.

Although these early efforts at building statistics into the school curriculum had limited successes along the way, the cumulative effect began to turn the tide in noticeable ways in the 1950s. In 1955, the College Entrance Examination Board (CEEB) appointed a commission on mathematics with the goal of “improving the program of college preparatory mathematics in the secondary schools” (p. 1). Members included Frederick Mosteller, a Harvard statistics professor; Robert Rourke, a high-school mathematics teacher; and George Thomas, a college mathematics professor—all vitally interested in improving and expanding the teaching of statistics. The commission reported the following:

Statistical thinking is part of daily activities, and an introduction to statistical thinking in high school will enhance deductive thinking. Numerical data, frequency distribution tables, averages, medians, means, range, quartiles were to be introduced in 9th grade. A more formal examination of probability concepts should be introduced later (grade 12). (CEEB, 1959, p. 5)

Mosteller, Rourke, and Thomas wrote a book for a high-school statistics course, *Introductory Probability with Statistical Applications: An Experimental Course* (1957), that quickly became a best seller for the CEEB. Notice the emphasis on probability, however, as compared to the emphasis on data analysis, which was to come into its own in the next two decades.

**The Data Revolution: 1960s**

Prompted by a space race and computing power, the 1960s saw a data revolution that changed the interest in and practice of statistics. In that environment, the ASA president in 1968, Mosteller, reached out to the National Council of Teachers of Mathematics (NCTM) to establish the ASA and NCTM Joint Committee on Curriculum in Probability and Statistics. This committee developed materials for the schools that changed the tone of high-school statistics from an emphasis on probability to an emphasis on data.

*Statistics: A Guide to the Unknown*, one of the early publications of the joint committee, is a collection of essays—intended for the lay public, teachers, and students—that describes important real-life applications of statistics and probability. *Statistics by Example*, a series of four booklets, provided real examples with real data for students to analyze from data exploration and description through model building.
During this time, John Tukey—a professor of statistics at Princeton and a friend of Mosteller’s—was steering much of the emphasis in statistics away from mathematical theory and toward data analysis. He stated the following:

All in all, I have come to feel that my central interest is in data analysis, which I take to include, among other things: procedures for analyzing data, techniques for interpreting the results of such procedures, ways of planning the gathering of data to make its analysis easier, more precise or more accurate, and all the machinery and results of (mathematical) statistics which apply to analyzing data. (Tukey, 1962, p. 6)

Tukey invented many of the data analytic procedures in common use today. The ASA/NCTM Joint Committee, under Mosteller’s influence, embraced the Tukey approach to data analysis and worked on adapting this approach to materials suitable for use at the school level. The combination of Mosteller, Tukey, and the advent of inexpensive computing drove the successes of statistics in the schools that came about over the next 40 years.

**Progress, Not Perfection: 1970s-1990s**

However, the activities of the next 40 years were not unmitigated successes, and we still have not reached the intended level of “statistical reasoning for all.” In the 1970s, for example, the Conference Board of the Mathematical Sciences formed the National Advisory Committee on Mathematics Education (NACOME) to look into current trends. Statistics education was summarized in one key statement: “While probability instruction seems to have made some progress, statistics instruction has yet to get off the ground.” (NACOME, 1975, p. 45) The report stated that statistics should be given more attention because of its importance in the life of every citizen.

Even though numerical information is encountered everywhere, in newspapers and in magazines, on radio and on television, few people have the training to accept such information critically and to use it effectively. (NACOME, 1975, p. 45)

Their recommendations on teaching statistics included “use statistical topics to illustrate and motivate mathematics, emphasize statistics as an interdisciplinary subject, and develop several separate courses dealing with statistics to meet varied local conditions.” (NACOME, 1975, p. 47). This advice is still worth heeding today.

NCTM’s *An Agenda for Action: Recommendations for School Mathematics of the 1980s* included numerous references to statistical topics that should play an increasing role in the mathematics curriculum (often without using the term “statistics”). For example, the section on problem solving recommended more emphasis on methods of gathering, organizing, and interpreting information; drawing and testing inferences from data; and communicating results. The section on basic skills stated, “There should be increased emphasis on such activities as locating and processing quantitative information, collecting data, organizing and presenting data, interpreting data, drawing inferences and predicting from data” (NCTM, 1980, p. 4).
Building on these expanding interests in statistics and its earlier successes, the Joint Committee obtained a grant from the National Science Foundation (NSF) to begin the ASA-NCTM Quantitative Literacy Project (QLP). The QLP originally consisted of four booklets—Exploring Data, Exploring Probability, The Art and Technique of Simulation, and Exploring Surveys and Information from Samples—and a plan for carrying out many workshops across the country. (See Scheaffer, 1989 and 1991, for details.) The QLP did not foment a revolution, but the materials were well received and the workshops were successful in influencing a number of teachers and mathematics educators, especially some of those who would develop NSF-funded teaching materials for elementary and middle-school mathematics in the ensuing years (e.g., Connected Mathematics Project; Investigations in Number, Data, and Space).

Fortunately, the NCTM Board of Directors took note of the QLP as it was developing its 1989 Curriculum and Evaluation Standards for School Mathematics. This document called for statistics to be an integral part of the mathematics curriculum by giving it status as one of the five content strands to be taught throughout the school years.

Throughout the 1980s and 1990s, many other reports and activities came to the support of statistics education. In the early 1980s, the National Commission on Excellence in Education was appointed to study mathematics education in the country. Their report, A Nation at Risk, was highly supportive of statistics and probability, both directly and indirectly.

The teaching of mathematics in high school should equip graduates to:

- Understand geometric and algebraic concepts;
- Understand elementary probability and statistics;
- Apply mathematics in everyday situations
- Estimate, approximate, measure, and test the accuracy of their calculations

By the 1990s, the National Research Council’s Mathematical Sciences Education Board (MSEB) was strongly aligned with the movement toward more statistics in the mathematics curriculum of the schools.

If students are to be better prepared mathematically for vocations as well as for everyday life, the elementary-school mathematics must include substantial subject matter other than arithmetic:

… Data analysis, including collection, organization, representation, and interpretation of data; construction of statistical tables and diagrams; and the use of data for analytic and predictive purposes

… Probability, introduced with simple experiments and data-gathering (MSEB, 1990, p. 42)
Secondary-school mathematics should introduce the entire spectrum of mathematical sciences: ... data analysis, probability and sampling distributions, and inferential reasoning. (MSEB, 1990, p. 46)

Indeed, the 1990s were a period of rapid development of state curriculum standards on data analysis, NSF support of teacher enhancement and materials development projects on statistics, and AP Statistics. As to the latter, it was the AP Calculus committee that led the development of AP Statistics as a second Advanced Placement course in the mathematical sciences. (See Roberts, 1999, for details about the development of AP Statistics.)

One of the key questions delaying the approval of this course was the availability of teachers who could teach the subject in high school. Fortunately for the success of the AP course, teachers who had become leaders in the QLP volunteered to be the first AP Statistics teachers and to lead workshops to educate others. But the ever-increasing popularity of the course (and the retirement of those founding teachers) requires many more teachers with qualifications to teach the course effectively.

**GAISE, Signature Event of the 2000s**

The emphasis on statistics education for all through the quantitative literacy programs of the 1980s set the stage for introducing AP Statistics in the 1990s. The success of the latter, in turn, reflected focus back on statistics education in the grades so as to prepare students for better access to and success in the AP program. This revisiting of PreK–12 statistics education, sharpened somewhat by the *MET I* report of 2001, led to the *Guidelines for Assessment and Instruction in Statistics Education: A Pre-K–12 Curriculum Framework* (GAISE) (www.amstat.org/education/gaise) (Franklin et al., 2007). This report has been well received by statistics and mathematics educators and has served as the basis for revised curricula in statistics within many state guidelines and professional development programs.

The main goal of GAISE was to provide fairly detailed guidelines about how to achieve a statistically literate graduating high-school student at the end of the student’s PreK–12 education. The report aimed to accomplish two goals: (1) articulate differences between mathematics and statistics and (2) outline a two-dimensional framework for statistical learning.

One important feature of the framework is that, unlike the NCTM standards or any state standards outlined by grade, a student’s progression is based solely on student experience. In addition, the framework is not defined as a list of topics a student must complete. Instead, the report decomposes statistical thinking into four main process components (formulate questions, collect data, analyze data, and interpret results), within which a student’s level of knowledge (level A, B, or C) progresses. One of the primary concerns that motivated the creation of the GAISE document was that “statistics … is a relatively new subject for many teachers who have not had an opportunity to develop sound understanding of the principles and concepts underlying the practices of data analysis that they are now called upon to teach” (Franklin et al., 2007, p. 5).
In 2010, the *Common Core State Standards for Mathematics* (CCSSM) were adopted by numerous states. The GAISE framework served as a foundation for the statistics standards in the CCSSM.

**Why Mathematics? Why Schools?**
After nearly 100 years of attempts at getting a coherent, informative, useful statistics curriculum in the schools, one might ask, “Why in mathematics?” and “Why in the schools?” Taking the first question, many have suggested statistics should be part of the social sciences or sciences, where it is most used. Over the years, such attempts have been made in that direction, with the general result being that a few specialized techniques may gain footage in the curriculum (such as the chi-square test in biology or fitting regression models in physics) while a coherent curriculum in statistical thinking will not. In recent years, many mathematicians and mathematics educators have accepted statistics as an important part of the mathematical sciences because of its emphasis on inductive reasoning and applying mathematics to important real-world problems. The following are two examples of this thinking, both in terms of reasoning and practice, coming from highly respected mathematicians David Mumford (a Field’s medalist) and George Polya (a renowned mathematician and educator).

For over two millennia, Aristotle’s logic has ruled over the thinking of western intellectuals. All precise theories, all scientific models, even models of the process of thinking itself, have, in principle, conformed to the straight-jacket of logic. But from its shady beginnings devising gambling strategies and counting corpses in medieval London, probability theory and statistical inference now emerge as better foundations for scientific models, especially those of the process of thinking and as essential ingredients of theoretical mathematics, even the foundations of mathematics itself. We propose that this sea change in our perspective will affect virtually all of mathematics in the next century. (Mumford, 1999, p. 1)

We must distinguish between two types of reasoning: demonstrative and plausible.

*Demonstrative reasoning* is inherent in mathematics and in pure logic; in other branches of knowledge, it enters only insofar as the ideas in question seem to be raised to the logico-mathematical sphere. Demonstrative reasoning brings order and coherence to our conceptual systems and is therefore indispensable in the development of knowledge, but it cannot supply us with any new knowledge of the world around us. Such knowledge can be obtained, in science as in everyday life, only through plausible reasoning. The inferences from analogy and inductive proofs of natural scientists, the statistical arguments of economists, the documentary evidence of historians, and the circumstantial evidence of lawyers can reasonably lay claim to our confidence, and to a very high degree, under favorable circumstances. But they are not demonstrative; all such arguments are merely plausible. (Polya, 2006, p. 36; reprinted from 1959)
As to the second question, the following quote from Theodore Porter, a historian of science, neatly sums up the arguments:

Statistical methods are about logic as well as numbers. For this reason, as well as on account of their pervasiveness in modern life, statistics cannot be the business of statisticians alone, but should enter into the schooling of every educated person. To achieve this would be a worthy goal for statistics in the coming decades. (Porter, 2001, p. 64)

In this information age, statistical reasoning should be part of everyone’s education, whether or not they are college bound. For the essence of statistical reasoning to become part of an individual’s habits of mind, such education must begin early in a person’s schooling and be maintained over years of educational and practical experiences. Teachers remain a crucial ingredient to guide the process of learning statistical thinking.
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Appendix 1

This appendix includes a series of short examples and accompanying discussion that addresses particular difficulties that may occur while teaching statistics to teachers. The examples and difficulties presented are not meant to provide an exhaustive list of potential issues teacher educators may encounter when teaching pre- or in-service teachers. Instead, they are meant to highlight common subtleties and difficulties that arise. This appendix is organized into four sections:

1. Question/Design Alignment
2. Connections Between Data Type, Numerical Summaries, and Graphical Displays
3. Proportional Reasoning in Statistics
4. The Role of Randomness in Statistics

Question/Design Alignment

Two interrelated components of the statistical process include formulating statistical questions and collecting data. Typically, a general problem or research topic is presented. To investigate the topic, one must understand what specific statistical questions should be investigated and what data-collection method should be employed to answer those questions.

A statistical question is one that anticipates variability in the data that would be collected to answer it and motivates the collection, analysis, and interpretation of data.

The formulation of questions is of particular importance for teachers, and thus for teacher preparation, because teachers must lead discussions and pose good questions in their own classrooms to motivate rich statistical investigations. It is important that teachers understand formulating statistical questions is not an easy exercise and is one that requires great precision in language. Formulating questions and data collection are topics outside the realm of traditional mathematical reasoning and thus often are challenging for teachers, even those proficient in mathematics. Most importantly, teacher educators and teachers must ensure the questions being formulated and the accompanying data-collection plan align with the goal of the general problem or research topic being investigated.

SCENARIO 1: Strict Parents

Students in a high-school mathematics class decided their term project would be a study of the strictness of the parents or guardians of students in the school. Their goal was to estimate the proportion of students in the school who thought of their parents or guardians as strict and the proportion of students in the school whose parents were strict. What would be some examples of questions that could be posed? What would be an appropriate study design for this study, given the students do not have time to interview all 1,000 students in the school?

In the strict parents scenario, teachers could formulate a question that makes the topic of strictness subjective. For example, a student may want to survey the class by using the question, “Is your curfew 10 p.m.?” This question alludes to beliefs about strictness;
however, it is not objective, since one student may consider 10 p.m. very strict while the
next may consider it lenient, thus not shedding light on student beliefs about parent
strictness. Therefore, this question does not align with the goal of uncovering whether
students believed their parents are strict. A better question would be to simply ask
students “Do you believe your parents are strict?”

Another important issue is potential bias in survey questions, such as, “Don’t you think it
is unfair for a parent to limit the use of your cell phone?” Questions like this lead the
respondent to agree with the interviewer. Appropriate questions for measuring student
beliefs might be: “Do you believe your parents are strict?” or “Do you feel your parents
are strict?”

To gauge whether parents are actually strict, the survey questions must provide some
baseline measure of strictness. Appropriate questions might be along the following lines:

- Do you have a set number of hours you must spend on homework per day?
- Do you have a restriction on the amount of time you may spend for personal use
  of the web?
- Do you have a curfew on school nights?

Teachers need ample opportunity to practice designing questions and then designing
data-collection methods accordingly to answer the questions.

**SCENARIO 2: Homework**

A middle-school student thinks teachers at his school are giving too much homework,
and he intends to make use of his statistics project to study his conjecture. This student
needs to transition from this research topic to a statistical question to investigate. Which
of the following questions would not be a good statistical question to investigate and
why?

Some possible questions he could investigate are the following:

1. How many hours per week do students at this school spend on homework?
2. Do you think teachers at this school are giving too much homework?
3. How does the amount of time students spend on homework per week at our
   school compare with the amount of time students spend on homework per week at
   another school?
4. Is there an association between the number of minutes spent on homework each
day and the amount of sleep students get on school nights?

While question (2)—“Do you think teachers at this school are giving too much
homework?”—is not a statistical question to investigate, it is an appropriate survey
question that could inform the problem of understanding whether students think teachers
assign too much homework at the school.

The other questions listed are, in fact, statistical questions a student could investigate. For
question (1)—“How many hours per week do students at this school spend on
homework?”—the student would need a sample of students at his school (ideally a random sample). Each student surveyed would report the number of hours he/she spends per week on homework. The analysis of the data might include providing graphical displays of the homework times (a dotplot or histogram) along with appropriate numerical summaries, such as the mean homework time and the MAD of the homework times for those surveyed. The interpretation of the data would include a description of the variability in the homework times based on the analysis. If the sample selected is a random sample, the student could provide a confidence interval on mean study time for all students at his school. However, whether or not students are being given too much homework would require knowledge of a baseline for the amount of time middle-school students are expected to spend on homework.

If a student chose to investigate question (3)—“How does the amount of time students spend on homework per week at our school compare with the amount of time students spend on homework per week at another school?”—then the data-collection method would switch to collecting samples of students from both schools (ideally random samples). All students surveyed would report the number of minutes he/she spends per day on homework. The analysis of the data could consist of providing comparative graphical displays of the homework times (e.g., boxplots) along with appropriate numerical summaries of the data, such as the median homework time and the IQR of the homework times for those surveyed. The interpretation of the data would include a comparison of five-number summaries along with identification of areas of overlap and areas of separation between the two groups. If these were random samples and the difference between the median times were meaningful, then the student could generalize these results to the larger groups. However, if the median homework time for students at his school is higher than the median time at the other school, this does not explicitly mean students at his school are getting too much homework.

Question (4)—“Is there a relationship between the number of minutes spent on homework each day and the amount of sleep students get on school nights?”—would be addressed by sampling students at the school (ideally a random sample). Each student surveyed would report the number of minutes he/she spends per week for one day and the amount of sleep the student got that night. The analysis of the data could consist of providing a scatterplot of the sleep time against homework time. If the scatterplot displays a linear trend in the data, the student could also report a linear equation for predicting sleep time from homework time. The interpretation of the data would include a description of the relationship between sleep time and homework time. If sleep time is generally decreasing as homework time increases, this suggests time on homework may interfere with how much sleep students at this school get; however, this does not explicitly mean students at this school are getting too much homework.

Notice the difficulty in answering the research question. The answers to each statistical question might provide insight into the research question, but they do not explicitly provide an answer to the student’s question/conjecture.

Once one articulates the statistical question(s) to be investigated for the given topic or
problem, then one must determine the appropriate study design, and in turn the
appropriate method of analysis, and then draw conclusions. The example scenarios do not
call for an experiment. However, the examples require selection of samples of students.
Random sampling is necessary to reduce the biases that might arise otherwise (like
sampling only seniors or only friends of the math club for the strict parents scenario) and
forms the basis of statistical inference.

Teachers must realize that this seemingly simple process of random selection will often,
if not always, run into difficulties in practice, as the list of students may change nearly
every day, some selected students may not cooperate, and so on. One of the best ways to
generate a random sample of student names is to get a list of students, number the
students from 1 to N, and then select random numbers between 1 and N to determine
which students to include in the sample.

Teachers will suggest other sampling plans, such as systematically sampling students
from the lunch line, or sampling homerooms (clusters) rather than individual students.
Teachers should have some understanding of such alternative plans and recognize they
may work, but not necessarily as well as a simple random sample. In addition, making
valid inferences for the more complex design plans requires deeper insight into statistical
methodology than is addressed in K–12 education.

Connections Between Data Type, Numerical Summaries, and Graphical Displays
An important aspect of the data analysis component is using the appropriate numerical
summaries and graphical displays for the collected data and posed questions. Teachers
should be particularly careful about choosing the correct summaries and displays for a
data set given that they have to communicate statistical ideas to their respective
classrooms. In general, teachers must be able to recognize that the type of data they have
dictates what summaries and displays are appropriate to use.

SCENARIO 3: School Colors
A new elementary school has opened for the school year. Students are told their opinion
is important in choosing a school color. To investigate the color preferences at the school,
students need to develop the following statistical question that will, in turn, inform the
decision of the school color:

Which color is most popular among students in the new elementary school?

After collecting survey data from a random sample of students asking each student,
“What is your favorite color from the following list: red, blue, and yellow?”, the children
summarized the data and found that the favorite color was red for 16 children, the
favorite color was blue for 18 children, and the favorite color was yellow for 13 children.

Teachers need to summarize and display data in the appropriate ways. For example, for
the school colors scenario, a meaningful conclusion is that the modal category (or mode)
is the color blue, with the highest count. However, teachers often incorrectly state that the
mode is 18. That is, saying the count for the category of blue is the mode instead of the category itself.

A second common issue is to treat the counts of the categories (the summaries) as the data and calculating a mean summary of the counts, \((16 + 18 + 13)/3\). This is a meaningless summary in terms of the question, “What is the favorite color of the students in this class?” Note that the data are categorical—each observation is the category in which the student answered favorite color. In other words, there are three possible cases (blue, red, and yellow) and the data are the individual responses from the students (e.g., blue, blue, red, etc.).

**SCENARIO 4: Aquarium and Zoo**

A school is planning a field trip to the aquarium or the zoo for students in grades 6–9. To determine whether the school should go to the aquarium or zoo, the school principal investigates the following statistical question:

*Which field trip is most popular among students in each grade?*

There are 100 students at each grade level, and every student was asked which place he or she would prefer to visit. The bar graphs for the four grade levels are shown below.

The aquarium and zoo example illustrates how to understand variability in the data through graphical displays. The data are summarized with bar graphs for each of the four grades. The grade level with the least variable (or most consistent) responses is Grade 8. We see that 80% of the students prefer aquarium, whereas only 20% prefer the zoo. Thus, 80% of the responses are the same (there is more consensus) and have no variability; this grade has the largest portion of the students preferring one particular category. Many teachers will pick Grade 7. They interpret the fact that the two bars are even as indicating the least amount of variability. In this case, they are comparing the frequencies for each category and, because the frequencies are the same, deciding there is no variability. However, for this survey, the responses for Grade 7 are the most variable (least consistent).
SCENARIO 5: SAT and ACT Percentiles
Scores on large-scale national tests tend to be mound-shaped with little skew, thus allowing the normal distribution to be a good model for their distributions. For a particular year, the ACT mathematics scores had a mean of about 20 and a standard deviation of about 6. The SAT math scores had a mean of about 520 with a standard deviation of about 120. How does an ACT score of 30 compare to an SAT score of 700? What was the 90th-percentile score for each exam?

This example illustrates several concepts particularly relevant to teacher preparation. Teachers need to be comfortable with communicating to parents about percentiles; however, confusion arises among the terms percent, percentiles, and z-scores. Teachers must understand clearly that making an assumption about the distribution of scores is the only way to get a reasonable approximate answer in this problem. Scaling the observed scores in terms of the number of standard deviations away from the mean (z-scores) maps the 30 on the ACT into 1.67 and the 700 on the SAT into 1.50. But these figures would be too confusing to report to most audiences and thus should be mapped into percentiles, which turn out to be about 95 and 93, respectively. (Of course, technology allows one to go from the raw score to the percentile without the z transformation, but z-scores are a useful concept for teachers to understand and experience.)

Using this process in reverse, the 90th percentiles for the two distributions are 28 for the ACT and 674 for the SAT. Teachers need practice with phrases such as “95 percent of the scores are below 30, the 95th percentile of the distribution that corresponds to a z-score of 1.67.” In addition, teachers should be taught to look carefully at the published percentile scores for these exams to see how closely they line up with those of a well-chosen normal distribution.

SCENARIO 6: Brain Weight v. Body Weight
It is hypothesized that larger animals have larger brains. If a relationship between body weight and brain weight existed, then body weight (a relatively easy measurement to make) could be used to predict brain weight (for which measurement is rather hard on the animal). What is the relationship between the body weight of an animal and brain weight of an animal? To explore this statistical question, data were obtained on the brain weight (in grams) and body weight (in kilograms) for a sample of 30 animals of differing species (see table below). What does a plot of the data reveal about the relationship? How could the relationship between brain weight and body weight be modeled?

The brain weight and body weight of different species (displayed in the table with other variables that will be referred to in this example) scenario illustrates an example that necessitates careful graphical displays of data at multiple stages of the process to gain information about the relationship between brain weight and body weight.
<table>
<thead>
<tr>
<th>Species</th>
<th>Brain Weight measured in grams (Brain_wt)</th>
<th>Body Weight measured in kilograms (Body_wt)</th>
<th>Natural Log of Brain Weight (LnBrain)</th>
<th>Natural Log of Body Weight (LnBody)</th>
<th>Species (f=fish, m=mammal)</th>
<th>Species Code (1=fish, 0=mammal)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Catfish</td>
<td>1.84</td>
<td>2.894</td>
<td>0.609766</td>
<td>1.06264</td>
<td>f</td>
<td>1</td>
</tr>
<tr>
<td>Barracuda</td>
<td>3.83</td>
<td>5.978</td>
<td>1.34286</td>
<td>1.78809</td>
<td>f</td>
<td>1</td>
</tr>
<tr>
<td>Mackerel</td>
<td>0.64</td>
<td>0.765</td>
<td>-0.44629</td>
<td>-0.26788</td>
<td>f</td>
<td>1</td>
</tr>
<tr>
<td>Salmon</td>
<td>1.26</td>
<td>3.93</td>
<td>0.231112</td>
<td>1.36864</td>
<td>f</td>
<td>1</td>
</tr>
<tr>
<td>brown_trout</td>
<td>0.57</td>
<td>0.292</td>
<td>-0.56212</td>
<td>-1.231</td>
<td>f</td>
<td>1</td>
</tr>
<tr>
<td>Tuna</td>
<td>3.09</td>
<td>5.21</td>
<td>1.12817</td>
<td>1.65058</td>
<td>f</td>
<td>1</td>
</tr>
<tr>
<td>northern_trout</td>
<td>1.23</td>
<td>2.5</td>
<td>0.207014</td>
<td>0.916291</td>
<td>f</td>
<td>1</td>
</tr>
<tr>
<td>grizzly_bear</td>
<td>233.9</td>
<td>142.88</td>
<td>5.45489</td>
<td>4.96201</td>
<td>m</td>
<td>0</td>
</tr>
<tr>
<td>Cheetah</td>
<td>2.45</td>
<td>22.2</td>
<td>0.896088</td>
<td>3.10009</td>
<td>m</td>
<td>0</td>
</tr>
<tr>
<td>Lion</td>
<td>106.7</td>
<td>28.79</td>
<td>4.67002</td>
<td>3.36003</td>
<td>m</td>
<td>0</td>
</tr>
<tr>
<td>Raccoon</td>
<td>40</td>
<td>5.175</td>
<td>3.68888</td>
<td>1.64384</td>
<td>m</td>
<td>0</td>
</tr>
<tr>
<td>Skunk</td>
<td>10.3</td>
<td>1.7</td>
<td>2.33214</td>
<td>0.530628</td>
<td>m</td>
<td>0</td>
</tr>
<tr>
<td>Tiger</td>
<td>302</td>
<td>209</td>
<td>5.71043</td>
<td>5.34233</td>
<td>m</td>
<td>0</td>
</tr>
<tr>
<td>Wolf</td>
<td>152</td>
<td>29.94</td>
<td>5.02388</td>
<td>3.3992</td>
<td>m</td>
<td>0</td>
</tr>
<tr>
<td>Greyhound</td>
<td>105.9</td>
<td>24.49</td>
<td>4.6625</td>
<td>3.19826</td>
<td>m</td>
<td>0</td>
</tr>
<tr>
<td>Seal</td>
<td>442</td>
<td>107.3</td>
<td>6.09131</td>
<td>4.67563</td>
<td>m</td>
<td>0</td>
</tr>
<tr>
<td>Walrus</td>
<td>1126</td>
<td>667</td>
<td>7.02643</td>
<td>6.50279</td>
<td>m</td>
<td>0</td>
</tr>
<tr>
<td>Porpoise</td>
<td>1735</td>
<td>142.43</td>
<td>7.45876</td>
<td>4.95885</td>
<td>m</td>
<td>0</td>
</tr>
<tr>
<td>blue_whale</td>
<td>6800</td>
<td>58059</td>
<td>8.82468</td>
<td>10.9692</td>
<td>m</td>
<td>0</td>
</tr>
<tr>
<td>Bat</td>
<td>0.94</td>
<td>0.028</td>
<td>-0.06187</td>
<td>-3.57555</td>
<td>m</td>
<td>0</td>
</tr>
<tr>
<td>Mole</td>
<td>1.16</td>
<td>0.04</td>
<td>0.14842</td>
<td>-3.21888</td>
<td>m</td>
<td>0</td>
</tr>
<tr>
<td>Baboon</td>
<td>140</td>
<td>7.9</td>
<td>4.94164</td>
<td>2.06686</td>
<td>m</td>
<td>0</td>
</tr>
<tr>
<td>grey_monkey</td>
<td>66.6</td>
<td>4.55</td>
<td>4.1987</td>
<td>1.51513</td>
<td>m</td>
<td>0</td>
</tr>
<tr>
<td>Chimpanzee</td>
<td>440</td>
<td>56.69</td>
<td>6.08677</td>
<td>4.0376</td>
<td>m</td>
<td>0</td>
</tr>
<tr>
<td>Human</td>
<td>1377</td>
<td>74</td>
<td>7.22766</td>
<td>4.30407</td>
<td>m</td>
<td>0</td>
</tr>
<tr>
<td>Mouse</td>
<td>0.55</td>
<td>0.018</td>
<td>-0.59783</td>
<td>-4.01738</td>
<td>m</td>
<td>0</td>
</tr>
<tr>
<td>Squirrel</td>
<td>3.97</td>
<td>0.183</td>
<td>1.37877</td>
<td>-1.69827</td>
<td>m</td>
<td>0</td>
</tr>
<tr>
<td>Rhinoceros</td>
<td>655</td>
<td>763</td>
<td>6.48464</td>
<td>6.63726</td>
<td>m</td>
<td>0</td>
</tr>
<tr>
<td>African_elephant</td>
<td>5712</td>
<td>6654</td>
<td>8.65032</td>
<td>8.80297</td>
<td>m</td>
<td>0</td>
</tr>
<tr>
<td>Horse</td>
<td>618</td>
<td>461.76</td>
<td>6.42649</td>
<td>6.13505</td>
<td>m</td>
<td>0</td>
</tr>
</tbody>
</table>
The following plot illustrates the relationship between body weight and brain weight of the species:

![Body Weight vs. Brain Weight](image1)

In observing these data, many teachers will think fitting a statistical model to these data will be impossible; others will suggest deleting the two “outliers”—the blue whale and the elephant. Some, more experienced in mathematics, might suggest trying transformations of the data. A number of transformations of one or both variables might be tried, the most common ones being squares, square roots, and logarithms. After taking the natural logarithms of both variables (Ln(Brain_wt) and Ln(Body_wt)), the plot looks more like the scatterplots suggest that are amenable to simple linear models.

![Body Weight vs. Brain Weight (Transformed)](image2)
It is important for teachers to note that once the data are transformed, the “outliers” do not appear to be outliers at all. Instead, the transformation allowed us to see the blue whale and elephant fit quite well with the trend in these data.

Closer examination and perseverance with the analysis, however, suggest there might be two groups of animals—one mainly on or above the single regression line and one below the line and close to zero. The list of animals does contain both fish and mammals, so perhaps that is a key. Plotting the data to show that differentiation and then allowing for different lines for the two groups results in a more informative and better-fitting model (to find the two lines, one uses the species code variable in the data table).

As shown in the estimated equations, there is no difference between the slopes, so the result of the modeling process becomes two parallel lines, one for fish and one for mammals.

High-school teachers should note that the multiple regression model appropriate for this analysis relates the response variable natural log on the brain weight (denoted by ln(\(Br\))) to the explanatory variables (1) natural log of body weight (denoted by ln(\(Bo\))) and (2) type of species (denoted by \(S\)), including an interaction term that allows the slope of the line to change as we move from mammals to fish. More specifically, beta 3 allows for different slopes, and beta 2 allows for different intercepts. Thus the interaction model to estimate is:

Model: \(ln(\text{Br}) = \beta_0 + \beta_1 \text{ln}(\text{Bo}) + \beta_2 S + \beta_3(S \times \text{ln}(\text{Bo})) + \epsilon\)

Estimated Model: \(\text{ln}(\hat{\text{Br}}) = \hat{\beta}_0 + \hat{\beta}_1 \text{ln}(\text{Bo}) + \hat{\beta}_2 S + \hat{\beta}_3(S \times \text{ln}(\text{Bo}))\)
The least-squares analysis of the interaction model shows that the interaction term does not differ significantly from zero ($p$-value $= 0.82$), so it can be eliminated without loss of information. The model without interaction shows high significance for both the $\ln(Bo)$ and $S$ terms; the “best-fitting” model reduces to two parallel lines, one for mammals and one for fish (note the $R^2$ for this model is 0.90). Teachers may also be encouraged to examine the residual plots to understand the goodness of fit of the model.

**Proportional Reasoning in Statistics**

Proportional reasoning is important in mathematics, emphasized from the upper elementary grades through high school. This type of reasoning is key to success in statistical reasoning. Proportional reasoning in statistics is about the magnitude of a difference relative to sample size and amount of variability. In essence, it is about understanding magnitudes of differences within a context.

Often in statistics, we want to compare numerical summaries of data between two groups. A major goal of the comparison is to decide whether the observed difference between the two summaries is meaningful. In statistics, the foundations for judging the size of a difference lie in proportional reasoning. Two factors are taken into account when comparing the size of the difference between two proportions or between two means. These are (1) the group sizes and/or (2) the amount of variability within the data.

**SCENARIO 7: Medical Screening**

Understanding the results of medical screening tests is vitally important to the health of individuals and the functioning of the health care system. Such tests are not perfect, but the nature of the errors can be dangerously misleading. The figure shows what happens in a typical scenario of screening for HIV by use of the ELISA and Western Blot tests.

For a population of heterosexual men exhibiting low-risk behavior, the rate of HIV infection is about 1 in 10,000. The true positive rate (sensitivity) of these tests is about 99.9%. The true negative rate (specificity) is 99.99%. Discuss how these two figures are used in the accompanying figure.

The probability of a randomly selected person having a disease given that the screening says the disease is present is called the “positive predictive value.”
Discuss how the positive predictive value is calculated in the HIV example. Why do you suppose the author used the smiley faces in this way?

The medical screening example illustrates that probabilities can always be interpreted as long-run relative frequencies. Generally, it is not obvious to teachers that a 0.01% infection rate can be interpreted as about one positive case in a typical group of 10,000 men, or, in other words, what can be expected in a random sample of 10,000 men. If a man is known to be infected, the expectation is that the highly accurate test will detect it.

On the other hand, of the 9,999 men not infected, the expectation is that 9999(0.9999)=9998 will be tested as not infected, leaving 1 to be falsely detected as positive. The author, a medical doctor, finds the expected frequencies are much easier for most patients to interpret than are the perplexing percentages.

Teachers should focus on seeing conditional probabilities as relative frequencies and reasoning out the conditional relative frequencies from the data, rather than through the memorizing formulas. Once the conditional probability is obtained, many will be surprised at how large it is, given the small infection rates and high rates of accuracy among the tests. The message: Conditioning can make a huge difference in rates and depends crucially on the overall infection rate. Now, suppose the infection rate doubles to 0.02%. How will that affect the conditional probability in question?

The conditional reasoning may be easier to see in a table, as shown, rather than a tree diagram.

<table>
<thead>
<tr>
<th></th>
<th>Man +</th>
<th>Man -</th>
<th>Totals</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test +</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Test -</td>
<td>0</td>
<td>9,998</td>
<td>9,998</td>
</tr>
<tr>
<td>Totals</td>
<td>1</td>
<td>9,999</td>
<td>10,000</td>
</tr>
</tbody>
</table>

The condition of testing positive reduces the relevant cases to the first row of data; the chance of actually being positive given that the test was positive is 1/2. If the infection rate doubles to 0.02%, the expected number of positives among those infected goes to approximately 2, and the conditional probability of the chance of being positive given that the test is positive increases to 2/3. Thus, this probability is highly dependent upon the infection rate.

**SCENARIO 8: Facebook**

A middle-school student believes girls are more likely to have a Facebook account than boys. This student needs to transition from this research topic to a statistical question to investigate. After some discussion with her teacher, she decides to investigate the following statistical question:

*For students at my school, is there an association between sex and having a Facebook account?*
This question would lead to the student obtaining a list of all students enrolled in her school and selecting a random sample of 200 students. With help from several friends, the 200 students selected are surveyed and asked to record their sex and whether they have a Facebook account. The data from the survey are summarized in the following contingency table:

<table>
<thead>
<tr>
<th>Have a Facebook Account?</th>
<th>Sex</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Female</td>
</tr>
<tr>
<td>Yes</td>
<td>75</td>
</tr>
<tr>
<td>No</td>
<td>37</td>
</tr>
</tbody>
</table>

The student pointed out that more girls (75) had a Facebook account than boys (59). Based on these results, should she conclude there is an association between the variables sex and having a Facebook account? Is this difference meaningful?

To examine the “meaningfulness” of the difference in number of Facebook accounts between girls and boys, teachers must realize they need to adjust for the different group sizes. That is, 75 of 112 girls surveyed had a Facebook account, while 59 of the 88 boys surveyed had a Facebook account. Thus, the proportion of girls in the sample with a Facebook account is \( \frac{75}{112} \approx 0.67 \), and the proportion of boys in the sample with a Facebook account is \( \frac{59}{88} \approx 0.67 \). Because these two proportions are essentially the same, there does not appear to be an association between gender and having a Facebook account.

Teachers should be encouraged to discuss what you gain from a sample of size 200 versus, for example, a sample of size 20 in this scenario. Teachers should note that the larger sample size reduces the variability in the results.

**SCENARIO 9: Texts**

A middle-school student thinks that, on average, boys send more text messages in a day than girls. He thinks this is true for both 7th- and 8th-grade students, and, based on this research topic, formulates the following statistical question:

> How do the number of texts sent on a typical day compare between 7th-grade girls and boys, and between 8th-grade girls and boys?

The student obtained four lists of students—a list of all 7th-grade girls enrolled at the school, a list of all 7th-grade boys enrolled at the school, a list of all 8th-grade girls enrolled at the school, and a list of all 8th-grade boys enrolled at the school. Next, the student randomly selected 20 students from each list. Note that this guarantees the same number of students in each of the four groups selected. Each of the 80 students selected is contacted and asked:

> How many text messages did you send yesterday?
Here are the data:

<table>
<thead>
<tr>
<th>Girls7</th>
<th>Boys7</th>
<th>Girls8</th>
<th>Boys8</th>
</tr>
</thead>
<tbody>
<tr>
<td>39</td>
<td>37</td>
<td>82</td>
<td>56</td>
</tr>
<tr>
<td>57</td>
<td>56</td>
<td>84</td>
<td>62</td>
</tr>
<tr>
<td>76</td>
<td>58</td>
<td>89</td>
<td>68</td>
</tr>
<tr>
<td>78</td>
<td>59</td>
<td>91</td>
<td>79</td>
</tr>
<tr>
<td>79</td>
<td>60</td>
<td>94</td>
<td>90</td>
</tr>
<tr>
<td>99</td>
<td>75</td>
<td>102</td>
<td>95</td>
</tr>
<tr>
<td>117</td>
<td>77</td>
<td>107</td>
<td>101</td>
</tr>
<tr>
<td>117</td>
<td>97</td>
<td>111</td>
<td>104</td>
</tr>
<tr>
<td>122</td>
<td>102</td>
<td>115</td>
<td>104</td>
</tr>
<tr>
<td>124</td>
<td>104</td>
<td>121</td>
<td>109</td>
</tr>
<tr>
<td>136</td>
<td>105</td>
<td>124</td>
<td>110</td>
</tr>
<tr>
<td>140</td>
<td>120</td>
<td>135</td>
<td>113</td>
</tr>
<tr>
<td>141</td>
<td>121</td>
<td>138</td>
<td>126</td>
</tr>
<tr>
<td>145</td>
<td>125</td>
<td>140</td>
<td>130</td>
</tr>
<tr>
<td>147</td>
<td>127</td>
<td>150</td>
<td>130</td>
</tr>
<tr>
<td>151</td>
<td>139</td>
<td>154</td>
<td>137</td>
</tr>
<tr>
<td>153</td>
<td>170</td>
<td>159</td>
<td>138</td>
</tr>
<tr>
<td>159</td>
<td>182</td>
<td>165</td>
<td>143</td>
</tr>
<tr>
<td>202</td>
<td>189</td>
<td>168</td>
<td>147</td>
</tr>
<tr>
<td>217</td>
<td>197</td>
<td>171</td>
<td>158</td>
</tr>
</tbody>
</table>
The texts example takes this proportional reasoning a step further. The resulting data are summarized in the four comparative dotplots:

Summary statistics for each group are:

<table>
<thead>
<tr>
<th>Group</th>
<th>Group Size</th>
<th>Mean</th>
<th>StDev</th>
</tr>
</thead>
<tbody>
<tr>
<td>7th-Grade Girls</td>
<td>20</td>
<td>125.0</td>
<td>44.8</td>
</tr>
<tr>
<td>7th-Grade Boys</td>
<td>20</td>
<td>110.0</td>
<td>47.5</td>
</tr>
<tr>
<td>8th-Grade Girls</td>
<td>20</td>
<td>125.0</td>
<td>29.7</td>
</tr>
<tr>
<td>8th-Grade Boys</td>
<td>20</td>
<td>110.0</td>
<td>29.1</td>
</tr>
</tbody>
</table>

Note that the difference between the means between girls and boys in the 7th grade is 15 texts. Thus, the 7th-grade girls sent, on average, 15 more texts than the 7th-grade boys. Also, this is the same difference when comparing 8th-grade girls to 8th-grade boys. The 8th-grade girls sent, on average, 15 more texts than the 8th-grade boys. Thus, in absolute terms, the difference between the group means for both 7th- and 8th-grade boys and girls is the same. However, when evaluating the size of this difference, teachers must use proportional reasoning to examine this difference in centers in relation to the amount of variability in the data.

While the means for 7th-grade girls and boys are different, the standard deviations are fairly close (44.8 versus 47.5), indicating similar amounts of variability in number of texts sent for both 7th-grade girls and 7th-grade boys. Also, the standard deviations for 8th-grade girls and 8th-grade boys are fairly close (29.7 versus 29.1). Again, this
indicates similar amounts of variability in the number of texts sent for both 8th-grade girls and 8th-grade boys. However, there is considerably less variability in the data on number of texts for the 8th-grade boys and girls than there is for the 7th-grade boys and girls. How does this affect the meaningfulness of the difference between groups?

For each grade level, teachers can judge the size of the difference between means by dividing the difference by a standard deviation (for a detailed example of this approach, see the Chapter 4 illustrative example). As long as the sample sizes are the same, this quantity provides insight into how meaningful the observed difference is for each class. For each grade, teachers can use the larger of the two standard deviations. Thus, for 7th graders, this quantity would be 15/47.5 = .32. For 8th graders, this quantity would be 15/29.7 = .51.

Because this quantity is larger for 8th graders, the difference of 15 texts is more meaningful for 8th-grade students than it is for 7th-grade students.

As previously indicated, as long as the sample sizes are the same, this quantity provides useful information about the magnitude of the difference between measures of center for two groups. When the sample sizes are different, sample size is also a factor teachers must consider when judging the magnitude of the difference.

The classical statistical procedure for comparing two population means based on independent random sample is the \( t \)-statistic, defined as:

\[
t = \frac{\bar{x}_1 - \bar{x}_2}{\sqrt{\frac{s_1^2}{n_1} + \frac{s_2^2}{n_2}}}
\]

\( x_1 \) and \( x_2 \) are the sample means;

\( s_1 \) and \( s_2 \) are the sample standard deviations;

and \( n_1 \) and \( n_2 \) are the sample sizes.

The \( t \) distribution for sample sizes of 20 or more is generally a robust distribution under the regular assumptions to use the \( t \)-test. The larger the \( t \) statistics, the stronger the evidence of a meaningful (significant) difference between the two sample means. Note that the denominator of the \( t \) statistic takes into account both the sample sizes and variability within each sample. Thus, the \( t \) statistic is measuring the magnitude of the difference between the two sample means relative to both the sample sizes and amount of variability within each sample. Also, note that the smaller the denominator is, the larger the value for the \( t \) statistic. In this case, the larger the sample sizes are, the smaller the denominator. Also, the smaller the standard deviations (amounts of variability) are, the smaller the denominator.
The $t$ statistic for comparing the mean number of texts of 7th-grade girls with 7th-grade boys is (yielding a $p$-value of $\sim .3$):

$$t = \frac{15}{\sqrt{\frac{44.8^2}{20} + \frac{47.5^2}{20}}} = 1.03$$

The $t$ statistic for comparing the mean number of texts of 8th-grade girls with 8th-grade boys is (yielding a $p$-value of $\sim .1$):

$$t = \frac{15}{\sqrt{\frac{29.7^2}{20} + \frac{29.1^2}{20}}} = 1.61$$

Note the $t$ statistic is larger for the 8th graders than for the 7th graders. This is because there is less variability in the data on 8th graders than 7th graders.

Therefore, while the girls in both 7th and 8th grade sent an average 15 texts more than boys in these samples, this difference is more meaningful for the 8th graders than it is for the 7th graders. This is because there is less variability in the number of texts sent for the 8th graders than for the 7th graders.

**The Role of Randomness in Statistics**

Random assignment and random selection are fundamental concepts in statistics that teachers should understand. Although both are difficult in practice to achieve, they serve as key gold standards for different aspects of statistics. While it is important to stress the importance of randomization in statistics, teachers should be aware that, in practice, conditions are far from ideal, so many statistical techniques are developed around what to do in light of not having ideal conditions.

Random selection is the backbone of statistical inference, as it provides a way to obtain a sample representative of the population. This notion is key to the construction and use of sampling distributions for inference. Teachers must have experience exploring and working with the notion of sampling distributions, a concept that, if not given the adequate amount of time, can be confusing and mysterious. The focus of such exploration should be around distinguishing among the population distribution, distribution of sample data, and sampling distributions.

Random assignment in an experiment is indispensible if one would like to claim causality of some type. Teachers should understand why random assignment helps mitigate the effects of potential confounding variables in an experiment. In particular, the distributions of potential confounding variables should be similar across conditions if random assignment took place.
SCENARIO 10: Healthier Menu

School administrators are interested in providing a menu in the lunchroom that students like. The administrators at a school plan to survey students to measure satisfaction with the new healthier menu in the lunchroom. They would like to answer the research question:

*Do students like the new lunch menu at the school?*

They survey the students by asking them the following survey questions (note these are survey questions, not statistical questions):

- Do you purchase food in the lunchroom?
- How many days a week do you purchase food in the lunchroom?
- Are you satisfied with your purchases?
- Do you like the food in the lunchroom?

To study whether students like the new lunchroom menu, teachers are expected to know that the results of such a survey can be generalized to the entire school only if the selected sample is a random sample from the entire student body at the school. In discussing a method for obtaining a random sample, teachers may suggest preference for other sampling methods that may not produce adequate samples to then make inferential statements.

SCENARIO 11: Homeowners

A student attempts to investigate whether homeowners in the neighborhood support a proposed new tax for schools. This student thus articulates the following statistical question to investigate:

*Will over 50% of the homeowners in your neighborhood agree to support a proposed new tax for schools?*

The student takes a random sample of 50 homeowners in her neighborhood and asks them if they support the tax. Twenty of the sampled homeowners say they will support the proposed tax, yielding a sample proportion of 0.4. That seems like bad news for the schools, but is it plausible that the population proportion favoring the tax in this neighborhood could still be 50% or more?

The notion of random sampling can be introduced quite naturally by examining a question such as the one in the homeowners example regarding a decision about an unknown population proportion using the tool of simulation. Teachers may agree that sample proportions can differ from sample to sample, so that a second sample from this same set of households is likely to produce a different result, but they may not see how this knowledge is helpful in answering the question. What does “plausible” mean?
At this point, the probabilistic reasoning of statistical inference must be carefully explained and demonstrated, and this reasoning can be introduced via simulation (note that this scenario could also be modeled using a binomial distribution with probability of 0.5 representing the probability of supporting the tax; however, for the purpose of this example, the focus will be on using more informal methods of simulation to answer the statistical question posed).

One can suppose the population proportion favoring the tax proposal is, indeed, 50%. The teachers can create a model for such a population (perhaps random digits with even numbers equated to favoring the proposal) and take repeated random samples of size 50 from it, each time recording the sample proportion of “favors.” The plot of 200 runs of such a simulation, an example shown below, has 25 out of the 200, or 12.5%, at or below 0.40. So, the chance of seeing a 40% or fewer favorable response in the sample—even if the true proportion of such responses was 50%—is not all that small, casting little doubt on 50% as a plausible population value. It is important that teachers recognize multiple samples are not needed for inference, but instead this simulated exercise is merely a way to understand the construction of sampling distributions and how a sampling distribution is used in inference.

![Sample Proportions](image)

Sample proportions: sample size 50; true proportion 0.5

Inferential reasoning should now move from simulation to more formal methods developed from the normal distribution. The simulated distribution of sample proportions (the sampling distribution) has a mean of 0.49 and a standard deviation of 0.07. It can be modeled quite well by a normal distribution having that mean and standard deviation. But, we need not run a simulation each time we deal with a new proportion or sample...
size, because the underlying theory tells us that the mean of the sampling distribution of sample proportions will always equal the population proportion, $p$, and the standard deviation will be given by

$$\sqrt{\frac{p(1-p)}{n}}$$

where $n$ is the sample size. These values are, respectively, 0.50 and 0.07 for the example, nearly identical to the values from the simulation. Thus, the observed sample proportion of 0.40 is only 1.43 standard deviations below the mean, not far enough to say it is outside the range of reasonably likely outcomes.

The randomization process can be repeated for other choices of the population proportion, resulting in an interval of “plausible values” for that parameter. An easier way to accomplish this, however, is to make use of the normal distribution model. If “reasonably likely” outcomes are set to be those in the middle 95% of the distribution of the sample proportion, $\hat{p}$, then any population proportion within about two standard deviations—estimated using the sample proportion $\hat{p}$—of the observed $\hat{p}$ would have that sample result within its reasonably likely range. Thus, all proportions within two standard deviations of the observed sample proportion form an interval of plausible values for the true population proportion.

**SCENARIO 12: Dolphins**

Swimming with dolphins can certainly be fun, but is it also therapeutic for patients suffering from clinical depression? To investigate this possibility, researchers recruited 30 subjects aged 18–65 with a clinical diagnosis of mild to moderate depression. Subjects were required to discontinue use of any antidepressant drugs or psychotherapy four weeks prior to the experiment and throughout the experiment. These 30 subjects went to an island off the coast of Honduras, where they were randomly assigned to one of two treatment groups. Both groups engaged in the same amount of swimming and snorkeling each day, but one group (the animal care program) did so in the presence of bottlenose dolphins. The other group (outdoor nature program) did not. At the end of two weeks, each subjects’ level of depression was evaluated, as it had been at the beginning of the study (Antonioli and Reveley, 2005).

The following table summarizes the results of this study:

<table>
<thead>
<tr>
<th></th>
<th>Showed Substantial Improvement</th>
<th>No Substantial Improvement</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Animal care program</td>
<td>10</td>
<td>5</td>
<td>15</td>
</tr>
<tr>
<td>(dolphin therapy)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Outdoor nature program</td>
<td>3</td>
<td>12</td>
<td>15</td>
</tr>
<tr>
<td>(control group)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>13</td>
<td>17</td>
<td>30</td>
</tr>
</tbody>
</table>

--
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The dolphin study provides an example of an experiment that randomly assigns subjects to treatments. Notice that 10 of the patients in the Animal Care Program group showed substantial improvement compared to 3 of the Outdoor Nature Program group. Because the groups are the same size, we do not need to calculate proportions to compare. More of the people who swam with the dolphins improved.

It is possible, however, that this difference (10 vs. 3) could happen even if dolphin therapy was not effective, simply due to the random nature of putting subjects into groups (i.e., the luck of the draw). But if 13 of the 30 people were going to improve regardless of whether they swam with dolphins, we would have expected 6 or 7 to end up in each group; how unlikely is a 10/3 split by this random assignment process alone? If the answer is that this observed difference would be surprising if dolphin therapy were not effective, then we would have strong evidence to conclude that dolphin therapy is effective. Why? Because we would have to believe a rare event just happened to occur in this experiment otherwise.

It is possible to see whether the observed 10 improvements under the dolphin therapy treatment is unusually large, given no treatment effect, by running a simulation of the randomization process. Suppose the 13 who improved are equally likely to improve under either treatment (no treatment effect). Then, any of the 10 “improvers” under the dolphin therapy just happened to fall into that column by chance. How likely is it to get that result by chance alone?

One possible model of this process begins by choosing 13 red cards to indicate “improvers” and 17 black cards to represent “non-improvers.” Randomly select 15 cards from the 30 to place in the dolphin treatment category (the other 15 go in the control group) and count the number of “improvers” (red cards) among the 15. Repeat this randomization process many times (possibly with the aid of a computer) to generate a distribution of dolphin therapy “improvers,” and then calculate the proportion of these counts that are 10 or greater.
If this proportion turns out to be small, that evidence suggests the observed count of 10 is not likely to occur under the conditions of chance alone; the dolphin therapy seems to be having an effect. The plot above shows 100 runs of the simulation outlined above; 10 was equaled or exceeded only two times, a small chance indeed.
Appendix 2

This appendix includes a sample activity handout that could be used in a professional development course or classroom. The activities are taken from the illustrative examples provided in the school-level chapters (4, 5, and 6). The examples are: (1) Breakfast and Tests, (2) Bottled Water, and (3) Texting. The goal of this appendix is to illustrate a line of potential questions that could be used directly with teachers so they can work through the examples. For each question posed, the answer and explanation can be found in the description in chapters 4, 5, and 6.

Example Sample Teacher Task for Breakfast and Tests with Solutions

A college professor teaches a course designed to prepare elementary-school mathematics teachers to teach statistics in the schools. As part of the professor’s assessment of the teachers’ statistical understanding, the professor decides to use the LOCUS (Level of Conceptual Understanding of Statistics, www.locus.statisticseducation.org) exam. This exam is designed to assess conceptual understanding of statistics at the PreK–12 grade levels. The professor will give 30 questions focused on the elementary and middle-school levels statistics standards.

The professor wants to research whether eating breakfast before a morning exam could affect an individual’s score on the exam.

1. How can the professor’s research be articulated in a statistics question?
2. How would you design a study to investigate the question? Explain.
3. How would you set up your study?
4. What type of data would be collected from your study?
5. Outline the data-collection process you need to carry out.
6. Carry out your study within your classroom or suppose the following data were collected:

   Forty teachers participated in the study and completed the beginning/intermediate level (levels A and B) LOCUS exam, which consisted of 30 multiple-choice questions. Following are the scores (number correct out of 30 questions) for the teachers in each group:

   Breakfast: 26 21 29 17 24 24 23 19 24 25 20 25 22 29 28 18 30 23
   No Breakfast: 20 20 19 15 20 25 17 20 22 18 28 21 22 23 26 17 21 16 14 19 28 11

7. What are appropriate ways to graphically represent and summarize your data? Explain your choices.
8. What do your results indicate?
9. How do the exam scores compare between the non-breakfast group and breakfast group?
Example Sample Teacher Task for *Bottled Water with Solutions*

A student is planning a project for a regional statistics poster competition. The student recently read that consumption of bottled water is on the rise and the environmental implications of this rise. The student wondered whether people actually prefer bottled water to tap, or if they could even tell the difference.

1. What questions could be articulated and researched to investigate whether people can tell the difference between bottled water and tap?
2. How would you design a study to investigate this question? Explain.
3. How would you set up a study to answer your question?
4. What type of data would be collected from the study?
5. Outline the data-collection process you need to carry out.
6. Carry out your study or suppose the following data were collected:

   Twenty participants were presented with two identical-looking cups of water with 2 ounces of water in each cup. Each participant drinks the water from the cup on the right first, and then drinks the water from the cup on the left. Unknown to the participants, the cup on the right contained tap water for half the participants and the cup on the right contained bottled water for the other half. Each participant identified which cup of water he/she considered to be the bottled water. Suppose the following data were collected: C, I, I, C, I, C, I, C, I, C, I, C, I, C, I, C, I, C, C.

7. What are appropriate ways to graphically represent and summarize your data? Explain your choices.
8. What do your results indicate?
9. Is it still plausible that each participant was simply guessing? Why or why not? Explain.
10. How could you simulate a person guessing?
11. How could you simulate the entire experiment you carried out within the class?
12. Create a dotplot of your simulated data. Describe the center, variability, and shape of the distribution depicted in the dotplot.
13. What are common values for the number of people who guessed correctly?
14. What does the dotplot tell us about the preference of bottled water?
15. Perform a simulation of 1,000 trials. Does it show anything different from the previous simulation? Describe the center, variability, and shape of the distribution of the number of heads for the 1,000 trials.
16. Where does your sample result fall on the dotplot? Does the sample result appear to be “typical”?
17. Based on the dotplot, do you think it is still plausible that each participant was simply guessing? Why or why not? Explain.
Example Sample Teacher Task for *Texting with Solutions*

Suppose a student wants to study how many texts students receive and send in a typical day. On thinking a little deeper, though, the student decides she really wants to know more than, say, the average number of texts received and sent because she believes students tend to send fewer texts than they receive.

1. What questions could be articulated and researched to investigate this topic?
2. How would you design a study to investigate this question? Explain.
3. Outline the data-collection process in detail that the students would need to carry out the study.
4. Carry out the study in your school or find appropriate existing data.
5. Suppose the data generated by the survey is the following:

<table>
<thead>
<tr>
<th>Gender</th>
<th>Text Messages Sent Yesterday</th>
<th>Text Messages Received Yesterday</th>
<th>Homework Hours (week)</th>
<th>Text Messaging Hours (week)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female</td>
<td>500</td>
<td>432</td>
<td>7</td>
<td>30</td>
</tr>
<tr>
<td>Female</td>
<td>120</td>
<td>42</td>
<td>18</td>
<td>3</td>
</tr>
<tr>
<td>Male</td>
<td>300</td>
<td>284</td>
<td>8</td>
<td>45</td>
</tr>
<tr>
<td>Female</td>
<td>30</td>
<td>78</td>
<td>3</td>
<td>8</td>
</tr>
<tr>
<td>Female</td>
<td>45</td>
<td>137</td>
<td>12</td>
<td>80</td>
</tr>
<tr>
<td>Male</td>
<td>0</td>
<td>93</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>Male</td>
<td>52</td>
<td>75</td>
<td>15</td>
<td>6</td>
</tr>
<tr>
<td>Male</td>
<td>200</td>
<td>293</td>
<td>14</td>
<td>10</td>
</tr>
<tr>
<td>Male</td>
<td>100</td>
<td>145</td>
<td>10</td>
<td>2</td>
</tr>
<tr>
<td>Female</td>
<td>300</td>
<td>262</td>
<td>3</td>
<td>83</td>
</tr>
<tr>
<td>Male</td>
<td>29</td>
<td>82</td>
<td>7</td>
<td>4</td>
</tr>
<tr>
<td>Male</td>
<td>0</td>
<td>80</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Male</td>
<td>30</td>
<td>99</td>
<td>15</td>
<td>5</td>
</tr>
<tr>
<td>Male</td>
<td>0</td>
<td>74</td>
<td>3</td>
<td>0.5</td>
</tr>
<tr>
<td>Male</td>
<td>0</td>
<td>17</td>
<td>28</td>
<td>0</td>
</tr>
<tr>
<td>Male</td>
<td>10</td>
<td>107</td>
<td>10</td>
<td>6</td>
</tr>
<tr>
<td>Female</td>
<td>10</td>
<td>101</td>
<td>9</td>
<td>3</td>
</tr>
<tr>
<td>Female</td>
<td>150</td>
<td>117</td>
<td>6</td>
<td>100</td>
</tr>
<tr>
<td>Female</td>
<td>25</td>
<td>124</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Male</td>
<td>1</td>
<td>101</td>
<td>7</td>
<td>1</td>
</tr>
<tr>
<td>Female</td>
<td>34</td>
<td>102</td>
<td>25</td>
<td>5</td>
</tr>
<tr>
<td>Male</td>
<td>23</td>
<td>83</td>
<td>7</td>
<td>10</td>
</tr>
<tr>
<td>Male</td>
<td>20</td>
<td>118</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Male</td>
<td>319</td>
<td>296</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>Female</td>
<td>0</td>
<td>87</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>Female</td>
<td>30</td>
<td>100</td>
<td>3</td>
<td>70</td>
</tr>
<tr>
<td>Female</td>
<td>30</td>
<td>107</td>
<td>20</td>
<td>30</td>
</tr>
<tr>
<td>Female</td>
<td>0</td>
<td>8</td>
<td>9</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td>Female</td>
<td>Male</td>
<td>Female</td>
<td>Male</td>
</tr>
<tr>
<td>-----</td>
<td>--------</td>
<td>------</td>
<td>--------</td>
<td>------</td>
</tr>
<tr>
<td>Texts Sent</td>
<td>100</td>
<td>20</td>
<td>200</td>
<td>50</td>
</tr>
<tr>
<td>Texts Received</td>
<td>160</td>
<td>110</td>
<td>129</td>
<td>76</td>
</tr>
<tr>
<td>Cases</td>
<td>1</td>
<td>3</td>
<td>18</td>
<td>7</td>
</tr>
</tbody>
</table>

- What are appropriate ways to graphically represent and summarize your data? Explain your choices.
- What is the trend seen in your graphical representation (scatterplot)? Calculate the least-squares regression line for these data.
- Describe the association between texts sent and texts received for the large cluster of points below the least-squares line between 60 and 120 texts received. What effect does this cluster of points have on the slope of the line?
- What is the effect of the outlier at the extreme upper right? What would happen to the slope of the line if that data value was found to be in error and removed from the data set?
- Does the plot provide evidence in favor of the belief that students tend to send fewer texts than they receive? Would that evidence be strengthened if the outlying point were removed?
- What is the trend seen in the scatterplot of homework hours vs. messaging hours? Calculate the least-squares regression line for these data.