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The American Statistical Association (ASA) appreciates this opportunity to provide the President’s 

Council of Advisors on Science and Technology (PCAST) our input for its Generative AI Working Group 

regarding threats posed by use of large language models to spread disinformation. The call poses five 

related questions: 

1. In an era in which convincing images, audio, and text can be generated with ease on a massive 

scale, how can we ensure reliable access to verifiable, trustworthy information? How can we be 

certain that a particular piece of media is genuinely from the claimed source? 

2. How can we best deal with the use of AI by malicious actors to manipulate the beliefs and 

understanding of citizens? 

3. What technologies, policies, and infrastructure can be developed to detect and counter AI-

generated disinformation? 

4. How can we ensure that the engagement of the public with elected representatives—a 

cornerstone of democracy—is not drowned out by AI-generated noise? 

5. How can we help everyone, including our scientific, political, industrial, and educational leaders, 

develop the skills needed to identify AI-generated misinformation, impersonation, and 

manipulation? 

Before addressing the questions separately, this response treats the problem in general while respecting 

the page limit in the call. Responses specific to the questions are given at the end. 

Note that in this response, the definition of “large language models” (“LLMs”) extends the current 

technical definition from “a computerized language model, embodied by an artificial neural network 

using an enormous amount of parameters … resulting in a tokenized vocabulary with a probability 
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distribution”, while separate from techniques using neural networks with generative pre-trained 

transformers (GPT), includes any Deep Learning model that uses a Generative Pre-Trained Transformer 

(GPT) framework that results in a tokenized vocabulary with a probability distribution and is defined by 

statistical methods.  

Ideas That May Help 

There is no technology on the horizon that will stop malicious actors from telling lies, nor some people 

from believing those lies. Nonetheless, there are ways to mitigate the damage, and many of them 

involve statistics and data science. Some of the proposed approaches apply to fake news in general, not 

just that produced by AI. It is worth noting that “fake news” has been generated manually by human 

beings for many years. In this response, we are also examining two new scenarios: human beings who 

now use AI to create and distribute fake news, as well as fake news purely generated by AI without 

human intervention. 

One approach to mitigating the damage caused by fake news is the creation of an integrity score for any 

digital artifact, such as an article, broadcast, or image. An illustrative example of an integrity score might 

be where articles in the New York Times or Wall Street Journal have a probability of 0.95 of being true, 

articles in The Times (in London) have a probability of 0.98 of being true, and articles in Politifact have a 

probability of 0.93 of being true (these probabilities could be created using a Bayesian method or a 

frequentist (quantitative) historical accuracy method). When someone wanted to quantify the accuracy 

of a news article, representing the extent to which the article agreed with coverage in selected 

benchmarks, the integrity score would be one of multiple signals that would indicate trustworthiness. 

Other signals might include be a score based on an algorithm similar to an Erdős number, that is, a 

collaboration network that may the "collaborative distance" from the source of the artifact to a large 

and broad number of peers that have historically high integrity scores (Newman, 2001).  

One possible criticism of the integrity score approach is the creation of an “echo chamber”, that is, 

where the integrity score reinforces existing views and alternative ideas have a lower probability. The 

statistical techniques discussed above can control for this issue, using detection of originality, for 

example, that would mitigate an echo chamber effect (Campbell, 2020). Less directly, it seems clear that 

there has been a recent breakdown of comity and trust in political and other spheres. Statistical 

research on the causes and exacerbating factors is ongoing (e.g., Bail et al., 2018) as well as the impact 

of using an integrity score within such an environment, but the phenomenon demands more study and 

interdisciplinary research.  

A second approach is taking advantage of a digital record trail that cannot be counterfeited. It would not 

be needed for all disseminated information, but if a consequential claim is being made, it should have a 

verified source. By “consequential”, we mean one that has direct and significant impact on society and 

has a measurable level of specificity in its assertions. By “verified”, we mean that the original source can 

be traced and identified with a high degree of confidence. Blockchain networks are the obvious tool for 

tracing content through the Internet (Xiao et al., 2020). A related approach is a digital signature whose 

authenticity is ensured by a hash code (Kuznetsov et al., 2018). 

Outlier detection is much studied in statistics (Ben-Gal, 2005). If a news item is flagged as an outlier, its 

accuracy may be questionable. Techniques have already been developed that apply to digital text 

(Kannan et al., 2017) and to images (Marchette and Solka, 2003), although some additional work would 



surely be needed to adapt those methods of identifying outliers to false information sourced or 

disseminated by generative AI applications, and disinformation more generally. 

Cluster analysis, that is, statistically grouping similar items together, would also be helpful (Jaeger and 

Banks, 2022). Disinformation is usually tailored to further a specific agenda. Automatic identification of 

groups of media posts that share a common theme enables the public to recognize coordinated efforts 

at deception. Some clusters will correspond to accurate news, but others will correspond to fake news. 

Cui and Potok (2005) developed methods for clustering documents, and Verma, Verma and Tiwari 

(2021) explored methods for clustering images. Little work has been done on clustering videos (Asano et 

al., 2020). Again, research would need to be done to tailor such methods to disinformation detection. 

Adversarial risk analysis (ARA) is a research area that may be relevant to countering the spread of 

disinformation. ARA enables one to build a model for the decision-making of a strategic opponent, then 

place a subjective (Bayesian) distribution over the unknowns, and using this information, choose the 

action that maximizes expected utility (Rios et al., 2009). Using ARA to identify disinformation would 

require some knowledge of the goals of the opponent (e.g., to manipulate an election) and a subjective 

distribution over the opponent’s capabilities (priors). Sensitivity to the assumed subjective distribution is 

easily explored in this setting.  

There is ongoing discussion of the use of AI to recognize deepfakes created by other AIs (Salazar, 2020). 

Deepfakes are digitally manipulated media where the manipulation cannot be identified by human 

beings without technological assistance. Statisticians and computer scientists have developed 

methodologies that are useful for assessing the performance of such systems. To improve the 

classification power, a wide array of approaches exist. Statistically-based machine learning techniques 

such as boosting, stacking, and ensemble methods are all strategies for improving the accuracy of 

classifiers that distinguish deepfakes (Hastie, Tibshirani and Friedman, 2009). 

Likewise, there is ongoing research of the use of AI to recognize AI-produced content, whether or not 

the content is considered a deep fake (Liang and Tadesse, 2022). The use of recognizing AI-produced 

content would allow for a standard (not a regulation) of “tagging” the content as AI-produced, signaling 

to the consumer additional information about the potential accuracy of the content. In addition, the tag 

could be considered as statistical input to the generation of an integrity score, even if the tag is not 

shown to the end consumer.  

  

Approaches That Probably Will Not Work 

There have been some discussions of the use of regulation requiring enforcing copyrights and placing 

watermarks on AI generated content, laws to prohibit deliberate introduction of AI material into public 

discourse, and the formation of agreements to slow the pace of AI development. We believe these are 

at best temporary patches. Generative AI research is an international enterprise: foreign actors will not 

be impeded by such measures, and domestic disruptors will find loopholes and evasions. Statistical 

methods such as the ones discussed above are more durable, transcend language barriers and cultures, 

and may evolve to keep pace of AI development. 

Finally, we accept many false convictions as part of our everyday life, such as an over-emphasis on the 

likelihood of the statistical improbability of rare events such as airline crashes or winning the lottery 



(reference Thayer, Kahneman, etc.). We may want to accept or measure the level of risk generated by 

innocuous, inconsequential disinformation and solve instead for disinformation that disrupts individual 

or collective lives. 

  

Responses to Specific Questions 

1. How can we ensure reliable access to verifiable, trustworthy information? How can we be 

certain that a particular piece of media is genuinely from the claimed source? 

 

To ensure access to trustworthy information, one can assign integrity scores to news outlets, or 

to news anchors, or to politicians. It would reward careful digital content and warn of purveyors 

of disinformation.  

  

To ensure that a particular piece of media is from the claimed source, one needs a return 

address that cannot be counterfeited and will work in a network of transactions. Blockchain and 

other systems could work. 

  

2. How can we best deal with the use of AI by malicious actors to manipulate the beliefs and 

understanding of citizens? 

  

We can provide new tools, often statistical, that make it easy for citizens to assess the accuracy 

of a statement. Politifact offers one such method today, rooted in fact-checking using humans to 

perform some of the automated techniques discussed above. If properly and transparently 

constructed, the public may very well buy into such a tool. Other techniques, such as semantic 

search used with generative AI, might provide a very powerful way to implement such a tool. 

 

For example, building a system that could query for semantically similar articles/paragraphs and 

then generating a referenced summary of supporting/refuting resources. 

 

  

3. What technologies, policies, and infrastructure can be developed to detect and counter AI-

generated disinformation? 

  

Machine learning methodology can be used to detect AI-generated misinformation, and perhaps 

human generated misinformation. But it is an arms race and the classification will not be 

perfect. In addition, we can build tools to enhance rather than replace a human’s ability to 

investigate validity of claims directly - AI Augmented Human Judgement - using building blocks 

such as semantic search and generative AI to provide immediate access to authoritative sources 

to support/refute claims, making it easier to judge real from fake news.  

  

Policies that impact international actors or clever and resourced domestic ones will be difficult 

to regulate. Attempting to slow the pace of research gives an advantage to potential opponents 

who will ignore any roadblocks. Policy development in a technologically advanced and rapidly 

developing environment will be an ongoing challenge.  



  

4. How can we ensure that the engagement of the public with elected representatives—a 

cornerstone of democracy—is not drowned out by AI-generated noise? 

  

The volume of AI generated noise seems less of a problem, considering the need for curation of 

trusted information. Such curation entails a combination of assessing accuracy and assessing 

significance---a minor error of fact and malicious disinformation are both wrong, but the latter is 

more consequential. Elected representatives should lead the way in establishing a system for 

quantifying the trustworthiness of media reports, but they will need the support of statisticians, 

sociologists, computer scientists, and others. 

  

5. How can we help everyone develop the skills needed to identify AI-generated misinformation, 

impersonation, and manipulation? 

  

Ironically, flooding social media, news or the public domains with disinformation may drive 

people to believe with greater caution what they are told. We have learned not to answer 

emails from “catfish”, nor to share passwords online. However, to increase skills in 

discriminating truth from clever AI fakes, we must create easy-to-use mechanisms that allow 

fact checking.  

 Questions can be sent to ASA Director of Science Policy, Steve Pierson: pierson@amstat.org.  
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